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Foreword 
 
It is with great pleasure that we welcome you to the 13th International Conference on Distributed Multimedia Systems 
DMS 2007.  
 
Multimedia Computing is permeating an increasing number of application fields. While in the beginning it would 
draw the attention of few specific fields, such as entertainment and arts, the need to process multimedia information 
has arisen in more and more types of computer systems and applications, such as ambient intelligence, security, 
environmental control,  distance education, and so on, yielding many new research issues. Thus, in the last two 
decades, research in multimedia computing has considerably enlarged its scope, facing many new problems than 
merely those related to the encoding of multimedia information. In particular, the research community has enlarged its 
attention on issues related to the efficient distribution of multimedia information over networks, the management of 
multimedia objects through DBMSs extended with capabilities to enable indexing and content based retrieval, and on 
software engineering issues in the development of multimedia information systems. These activities have grown in 
parallel with the internet boom, which has itself boosted the exploitation of distributed multimedia computing, 
contributing to further research developments in this area. This event seeks to promote research exchanges that will 
benefit both the academic and industrial communities around the world. To support latest trends, in the current edition 
we aimed to bring together scientists and students working in main of the above mentioned research fields and 
applications of Multimedia Computing to share the latest advances in these areas. We have received 70 submissions 
from 16 countries, regarding most of the above mentioned application fields and research areas, witnessing an 
increased interest for applications of multimedia in ambient intelligence and environment management, for which we 
organized a dedicated session.  
 
We are extremely grateful to the many colleagues who helped in organising the conference and supported the review 
process. In particular, we would like to thank the sponsors of this conference, Knowledge Systems Institute, USA and 
the University of Salerno, Italy. 
 
 
Taieb Znati     Giuseppe Polese   Mohan Kankanhalli 
DMS’07 PC Chair    DMS’ 07 PC Co-chair  DMS’ 07 PC Co-chair 
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Abstract 

 
Demand for e-learning is being driven by a need of 

flexibility according to the knowledge improvement 
and learning performance. To identify the learning 
paradigm that better address these issues, systematic 
and quantitative evaluations in terms of surveys, 
controlled experiments, and case studies should be 
performed. In this paper we present the results of a 
controlled experiment aimed at assessing and 
comparing blended and pure learning approaches. 
The data analysis of the experiment revealed that the 
pure approach does not significantly affect the 
knowledge acquisition of the subjects. 
 
 
1. Introduction 
 

The widely adopted learning paradigms are purely 
computer based, or also a combination of traditional 
and computer based learning, i.e., blended learning. In 
the pure learning no face-to-face tutor contact is 
furnished. The benefit of using one approach rather 
than the other is not straightforward and can depend on 
the context. Thus, systematic and quantitative 
evaluations (i.e., survey, case study, and controlled 
experiment) should be adopted to assess and compare 
blended and pure learning approaches in terms of 
acquired knowledge and learning performance. Among 
the evaluation techniques, controlled experiments are 
recognized to be an important mean as they represent 
the classical scientific method for identifying cause-
effect relationships. 

In this paper we present a controlled experiment 
aimed at assessing and comparing pure and blended 

learning approaches. The context of the experiment 
was constituted of students of the Bachelor program in 
Computer Science at the University of Salerno. The 
didactic contents used in this experiment were adaptive 
and have been defined using the visual based tool 
proposed in [3]. We considered adaptive didactic 
contents to fill the gap between traditional learning and 
e-learning according to the students’ diversities. In 
fact, in the e-learning field the diversities among 
students and virtual classrooms are only marginally 
supported from the methodological and technological 
point of view, thus contradicting the third good 
teaching requirement proposed by Leblanc [9] (i.e., 
good teaching is about listening, questioning, being 
responsive, and remembering that each student and 
class is different). The defined adaptive didactic 
contents have been deployed in E-World platform [5]. 
The experiment was performed on line in a research 
laboratory at University of Salerno. 

The remainder of the paper is organized as follows: 
Section 2 presents related work, while the tool and the 
platform used to define and enjoy adaptive didactic 
contents are described in Section 3. The experiment 
design and the achieved results are reported in Section 
4, while final remarks conclude the paper. 

 
 

2. Related work 
 
Some case studies have been proposed in the 

literature [4][13][16] to assess and compare pure and 
blended learning approaches. For instance, Yeh et al. 
[16] adopted the multiple linear regression analysis and 
the ANOVA test in blended learning approach to 
analyze the relationship between learning contents and 

3



acquired knowledge. The authors considered four 
independent variables: scores of the online tests, the 
reading time, the total number of login times, and the 
total number of online discussions, while the 
dependent variable represented the acquired 
knowledge, assessed using the tests performed during 
two month and the final exam. The context of this 
study was represented by high school students. The 
data analysis revealed that: the score of the online tests 
was highly correlated with acquired knowledge, while 
the remaining independent variables were not highly 
correlated with the acquired knowledge. Differently, 
Chen [4] verified in a pure learning context that the 
reading time, the total number of login times, and the 
total number of online discussions were highly 
correlated with the independent variable acquired 
knowledge. The difference between the two contexts 
was motivated by the fact that in the blended approach 
the learning content is presented both in the classroom 
and online, thus reducing the impact of the online 
presentation. An empirical analysis has been proposed 
in [13] to assess the group learning in blended and 
pure learning contexts. The assessment was based on 
four groups composed of four students. Three groups 
of students conducted the experiment on the pure 
learning approach, while the remaining group 
experimented the blended learning approach. In order 
to compare the acquired knowledge of the involved 
students, three variables were considered: the number 
of logins, the groups’ task performance, and the 
coherence of the group discourse. The study revealed 
that knowledge improvement in the group learning 
does not solely depend on the communication setting. 
An interaction between the communication setting and 
the learning approach was also observed. In particular, 
subjects in the blended learning condition who worked 
together face-to-face led a much more coherent 
discourse than students in the pure learning conditions. 

 
 

3. The e-learning platform 
 
The adaptive didactic contents used in the presented 

controlled experiment have been defined using the 
Adaptive Self Consistent Learning Object SET 
(ASCLO-S) language [3], which is a special case of 
flow diagrams where an instructional designer defines 
classes of students, represented by stereotypes, and 
then specifies for each class the more appropriate 
learning process. The knowledge of a student is 
represented as a learning profile, which is updated 

during the fruition of the didactic contents. Students’ 
profiles and stereotypes are compared to adapt the 
didactic content to the actual competences of the 
students. 

The language proposes three different granularity 
levels of knowledge: ASCLO, Knowledge Fragment, 
and Raw Contents. In particular, a sentence of the 
ASCLO-S language is an aggregation of Adaptive Self 
Consistent Learning Objects (ASCLO), while an 
ASCLO is a set of didactic contents that are presented 
to the student considering him/her knowledge. An 
ASCLO is considered as a logical collection of 
Knowledge Fragments and a self-assessment test (used 
to update the student profile). A Knowledge Fragment 
is composed of Raw Contents, which are textual or 
multimedia objects presented in linear way. To 
improve the expressiveness and the readability the 
ASCLOs can be grouped in swimlanes.  

The visual language has been then implemented in a 
Java prototype, which also enables instructional 
designers to deliver the defined adaptive contents in 
the E-World platform [5]. E-World has been designed 
to manage the adaptivity of the didactic contents and to 
trace the times that the students spend to enjoy the 
Knowledge Fragments. This platform has been 
implemented using J2EE technologies. In particular, 
Apache and Tomcat were used as Web Server and 
Web container, respectively. Instead, the main 
technologies used to dynamically deliver contents are 
Java Server Pages (JSP) and servlet. Finally, to 
integrate the component to trace the times that the 
students spend to enjoy the adaptive didactic contents 
we used a Web Service implemented using AXIS 
SOAP Engine [1]. Further details can be found in [5]. 

 
 

4. The controlled experiment 
 
In this section we describe the proposed controlled 

experiment following the template suggested in [14], a 
well-known text book on software engineering 
experimentation. 

 
4.1 Experiment definition and context 

 
The purpose of the experiment is to evaluate the use 

of adaptive contents as defined in [3] in blended and 
pure learning scenarios. The subjects of the experiment 
were fifteen students attending the Web Development 
Technologies course of the Bachelor program in 
Computer Science at the University of Salerno. They 
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were volunteers with comparable background as the 
questionnaire filled in at the end of the controlled 
experiment revealed. The experiment has been 
performed online at the University of Salerno in the 
Web Development Technologies research laboratory. 
The PCs involved in the experiment had similar 
hardware and software configuration. 

We performed the experiment in two laboratory 
sessions. In particular, the subjects employed in the 
experimentation of the blended learning approach 
accomplished the laboratory session first. They were 
nine and attended a classroom lesson and after an 
online lesson on the same knowledge contents. The 
subjects experimented the pure learning approach were 
six and enjoyed only the online lesson. It is worth 
noting that the subjects were involved only in one of 
the laboratory sessions.  

In order to compare the two learning approaches 
two learning tasks to be accomplished within two 
hours have been defined: 
• T1: enjoying a course on XML (eXtended Mark-

up Language) and performing a self assessment 
test evaluate the acquired knowledge; 

• T2: enjoying a course on XSLT (eXtensible 
Stylesheet Language Transformations) and 
performing a self assessment test evaluate the 
acquired knowledge. 

The subjects selected to experiment the blended 
learning approach performed the first task, while the 
remaining subjects accomplished the second task. The 
self-assessment tests of both the learning tasks were 
composed of ten multiple choice questions.  

 
4.2 Hypothesis formulation 

 
To compare the blended and pure learning 

approaches the following null hypotheses have been 
formulated: 
• Hn1: There is not a significant difference between 

the knowledge that the subjects acquired 
performing the learning tasks in the blended and 
pure contexts.  

• Hn2: There is not a significant difference between 
the times to accomplish the learning tasks in the 
blended and pure contexts. 

The alternative hypotheses are: 
• Ha1: There is a significant difference between the 

knowledge that the subjects acquired performing 
the learning tasks in the blended and pure 
contexts. 

• Ha2: There is a significant difference between the 

times to accomplish the learning tasks in the 
blended and pure contexts. 

 
4.3 Selected variables and experiment design 

 
In order to properly design the experiment and 

analyze the results, we considered the following 
independent variable: 
• Method: this variable indicates the factor on 

which the study is focused, i.e. blended and pure. 
The following two dependent variables have been 

identified:  
• Time: the time required to accomplish the task 

(including the time to answer the self assessment 
test). 

• Score: the score of the self assessment test used to 
evaluate the acquired knowledge. 

 
4.4 Preparation 

 
We have used as server a PC, where the E-World 

platform and the required technical infrastructure were 
installed. On the other hand, the subjects used PCs 
equipped with the web browser Internet Explore 6.0. A 
training session of fifteen minutes has been carried out 
to give subjects an equal prior knowledge of the 
experiment. We also presented E-World to let subjects 
get confidence with it. The training session was 
concluded presenting detailed instructions on the tasks 
to be performed. The following subsection provides 
more details on the steps composing the controlled 
experiment. 

 
4.5 Material and execution 

 
Each laboratory session was divided in four steps 

and was carried out without invoking any kind of tutor 
support and time limit. After the training session we 
asked the subjects to explore the platform to 
familiarize with it. Finally, depending on the method 
the subjects performed the learning tasks described in 
Section 3.1.  

Once the subjects accomplished the learning tasks 
the supervisors collected the information traced by E-
world, namely the time spent to enjoy each knowledge 
fragment and the score of the self assessment test. To 
carry out the controlled experiment each subject was 
also provided with a folder containing a pencil, some 
white sheets, and the E-world user manual. 
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4.6 Experiment results 
 
The descriptive statistics of the dependent variables 

Score and Time are reported in Table 1, while the 
distributions of these variables are summarized by the 
boxplots in Figure 1. The boxplots of the Score 
variable are quite similar, while the boxplots of the 
variables Time present some differences. In particular, 
the median of Time of the Pure Method is larger than 
the median of Time of the Blended Method. It is worth 
noting that the boxplots of the variables Time of the 
Pure Method do not present outlier.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Boxplots of the dependent variables 
 
To verify the considered null hypotheses we decided 

to use the one-way ANOVA test. In particular, we first 
considered the basic output of the ANOVA test, i.e., 
the source table (the F test), the means and the 
standard deviations, and a plot of means, and then in 
case there is a statistically significant difference 
between the observations of the two methods and 
dependent variables a further investigation is required 
to investigate the cause [6]. 

To apply one-way ANOVA the following four 
assumptions have to be verified: the observations are 
independent; the scale of measurement for the 
observations is interval; the distribution of the 
observations in each group is normal; and the variance 
of the observations in the groups is the same. 

The first and the second assumption were easily 
verified since the two groups of subjects are composed 
of separate individuals and the scale of measurement 
for Score and Time is continuous. To verify the 
normality of the distributions we have performed both 
the Kolmogorov-Smironov and Shapiro-Wilk tests 
[11] (see Table 2). The results of these tests revealed 

that the normality is verified for the considered 
variables. To verify the last assumption, we adopted 
the Levene statistic test (see Table 3). The null 
hypothesis of the test cannot be rejected, thus the 
variance of the variables Score and Time is 
homogenous. Concluding the one-way ANOVA can be 
applied on the observations of the variables Score and 
Time.   

Table 4 shows the results of the one-way ANOVA 
on the dependent variable Score. The results suggest 
that we cannot reject the null hypothesis Hn1, i.e., there 
is not a significant difference between the knowledge 
augmentation of the subjects who conducted the 
experiment in the blended and pure learning contexts. 

PureBlended
Method

TimeScore TimeScore
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3 Table 1. Descriptive statistics 

Method Independent 
Variables Obs Mean Std. 

Dev. Min. Max. 

Score 9 60 18.708 30 90 Blended 
Time 9 43.778 16.776 21 81 
Score 6 58.333 22.286 30 90 Pure 
Time 6 63.833 16.449 43 90 

Table 2. Tests for normality of the distributions 
  Kolmogorov-Smironov Shapiro-Wilk 

 Method Statistic df p-val Statistic df p-val 

Pure 0.200 6 0.200 0.958 6 0.801 
Score 

Blended 0.259 9 0.083 0.926 9 0.442 

Pure 0.165 6 0.200 0.977 6 0.938 
Time 

Blended 0.202 9 0.200 0.887 9 0.185 

Table 3. Test of Homogeneity of Variance 
  Levene  

Statistic df1 df2 p-val 

Based on Mean 0.332 1 13.000 0.575 
Based on Median 0.307 1 13.000 0.589 

Based on Median and  
With adjusted df 0.307 1 110.511 0.590 

Score 

Based on trimmed mean 0.332 1 13.000 0.575 
Based on Mean 0.014 1 13.000 0.906 

Based on Median 0.048 1 13.000 0.830 
Based on Median and  

With adjusted df 0.048 1 120.046 0.830 
Time 

Based on trimmed mean 0.026 1 13.000 0.873 

Table 4. ANOVA with Score as dependent variable  
(R Squared = 0.002 and Adjusted R Squared = -0.075) 

Source 
 

Type III 
Sum of 
Squares 

df Mean 
Square F p-val 

Method 100.000 1 100.000 0.025 0.878 
Error 52830.333 13 4060.410   
Total 581000.000 15    
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Table 5. ANOVA with Time as dependent variable  
(R Squared = 0.287 and Adjusted R Squared = 0.232) 

Source Type III Sum of 
Squares Df Mean Square F p-val 

Group 14480.011 1 14480.011 50.22
3 0.040 

Error 36040.389 13 2770.261   

Total 453010.000 15    

 
The one-way ANOVA performed with Time as 

dependent variable (see Table 5), revealed that there is 
a significant difference between the subjects of the 
Blended and Pure Methods. Hence, the null hypothesis 
Hn2 can be rejected. In order to accept the alternative 
hypothesis Ha2 a further investigation is required. To 
this end, the k Independent-Samples t-test was 
adopted. The results confirmed a significant difference 
(p-value = 0.040) between the times required to 
accomplish the learning tasks. In particular, we 
observed that to accomplish the learning task the 
subjects of the Blended Method spent significantly less 
time than the subjects of the Pure Method. This result 
is further confirmed by the Error Bar graphs (see 
Figure 2), which shows that the mean times to 
accomplish the learning task T2 is not contained in the 
95% Confidence Interval of the times to perform the 
learning tasks T1. We expected this result as the 
subjects of Blended Method already attended one or 
more classroom lessons on the same topic.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Error bar graph 
 

4.7 Threats to validity 
 
The validity of conclusions is generally influenced 

by factors that can be originated from within and 

outside an empirical study. In particular, the threats to 
validity that could affect our experiment are: internal, 
construct, external, and conclusion validity threats. 

Generally, the internal validity is only relevant in 
studies that try to establish a causal relationship. Thus, 
the internal validity threats are relevant for our study 
since we aimed at comparing the use of two different 
learning approaches within adaptive learning 
processes. The key question in internal validity was 
whether observed changes can be attributed to the 
effect of the considered learning approaches and not to 
other possible causes. Concerning our experiment the 
internal validity threats are mitigated by the 
experiment design. In particular, to avoid frustration 
and disappointment during the fruition of the adaptive 
contents, the subjects were not informed of the 
traceability performed by E-World during the fruition 
of the adaptive contents. Furthermore, the subjects did 
not know exactly the hypothesis of the experiment. 
Finally, the subjects were not evaluated on their 
performance within the laboratory sessions.  

Like external validity, construct validity is related to 
the generalization of the achieved results. The 
construct validity threats that could be present in this 
experiment, i.e. the interactions between different 
treatments, were mitigated by a proper design of the 
experiment. Indeed, the recruited subjects 
experimented either blended or pure learning 
approach. Moreover, depending on the treatment, the 
measurement of the dependent variable was performed 
either analyzing the log files and the database of the 
adopted e-learning platform.  
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External validity refers to the approximate truth of 
conclusions involving generalizations within different 
contexts. In our case the external validity threats could 
be present as we performed the controlled experiment 
within a specific teaching context and employing 
special conceived didactic contents. Thus, replications 
in different learning contexts using different didactic 
contents should be performed with different subjects in 
order to confirm or contradict the achieved results.  

Conclusion validity concerns the issues that affect 
the ability to draw a correct conclusion. The 
conclusion validity threats are mitigated by the 
experiment design and by the properly selection of the 
population we would like to generalize the considered 
learning approach. In particular, we can assert that the 
selected sample was very representative of the 
population. In fact, they were students with the habit to 
study and learn.  
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5. Final remarks 

 
Controlled experiments have been widely employed 

in several fields, such as Software Engineering [2][10], 
Information and Communication Technology [17], 
Biology [7][8], and Medicine [12][16] as they 
represent an important mean for identifying cause-
effect relationships.  

In this paper we have presented the results of a 
controlled experiment which has been performed to 
assess and compare blended and pure learning 
approaches. The subjects involved in this experiment 
were students attending the Web Development 
Technologies course of the Bachelor program in 
Computer Science at the University of Salerno. The 
didactic contents used to compare the learning 
approaches were adaptive to bridge the diversities 
among students and have been developed using the 
visual based tool proposed in [3]. The adaptive 
learning processes defined by employing this tool are 
deployed and traced by the E-World platform [5].  

The data analysis of the controlled experiment 
revealed that the pure approach does not significantly 
affect the knowledge acquisition of the subjects. As 
expected, the experiment also revealed that the pure 
learning approach significantly affects the time to 
enjoy an adaptive didactic content.  

Future work will be devoted to replicate the 
controlled experiment in several educative contexts to 
understand and improve the external validity of the 
achieved results, as well as to identify important 
environmental factors that could affect these results. 
Furthermore, we will replicate the experiment on 
didactic contents implemented using different adaptive 
learning models.  
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Abstract 
 
P2P overlays are a natural architecture for scalably supporting 

Massively Multiplayer Online Games. However, computing consistent 

game state in a distributed fashion without compromising 

responsiveness places very hard to meet bandwidth, latency and 

scalability requirements on the architecture. We present a system that 

utilizes the limited Area of Interest of game entities to arrange player 

contributed machines in an overlay that optimizes bandwidth 

consumption, reduces event propagation delays and scales dynamically 

with an increasing number of players. Network proximity of nodes is 

also taken into account during the overlay construction process. In this 

paper, we describe how to split game state management over 

unreliable player machines while meeting the fault tolerance, state 

persistency and consistency requirements of games. We anticipate our 

system, with its increased scalability and lower latency, opening the 

possibility of completely new genre of MMOGs with fast paced 

reflexive action at a fraction of a cost of the more traditional client 

server architecture. 

 

1 Introduction 
 

Massively Multiplayer Online Games (MMOGs) are 

distributed multimedia games played over the Internet that 

involve thousands of concurrent players who interact in real 

time with other players and entities that share the game 

world. MMOGs are distinguished from other multiplayer 

games by the large number of players and the long term 

persistent storage of the game state. Games like Lineage 

have recorded 180000 concurrent players and the number of 

its subscribers exceeds two million [1].  

 

Most commercial MMOGs available in the market use the 

traditional client-server model that limits the scalability of 

the system and places an enormous financial burden on the 

publishing company to furnish enough resources to 

accommodate large number of players. Peer-to-peer 

architectures allow games to utilize the storage, bandwidth 

and computing power available on the player machines. 

However, a number of technical issues are impeding the 

commercial popularity of this approach. 

 

In this paper we discuss these impediments and as a solution 

propose an architecture that allows player machines to 

contribute their resources for game state management by 

becoming a part of an overlay that dynamically distributes 

the load over peer machines. The architecture exploits area 

of interest management to maximize the utilization of the 

pooled resources. We also describe methods for maintaining 

the consistency of the game state spread over the peers and 

means for guaranteeing state persistence in the face of 

failure. 

 

The rest of the paper is organized as follows: Section 2 

describes the existing commercially used Client-Server 

architecture and its drawbacks; Section 3, makes a case for a 

P2P approach, and discusses some recently proposed 

attempts to adopt the approach and lists their shortcomings. 

In Section 4, we provide a list of goals that we attempted to 

achieve through our architecture described in Section 5. The 

resulting prototype is presented in Section 6. And we close 

with sections on possible extensions of the architecture to 

service discovery, Section 7 and conclusion, Section 8. 

 

2. Existing system support 
 

Traditionally, MMOGs have used a client server 

architecture where the server is responsible for storing and 

computing the state of the shared world based on the inputs 

gathered from all the participating players. The clients 

receive input from the user, convert them into commands 

and pass them on to the server. The server collects the 

commands from player machines on the network, runs a 

game world specific simulation algorithm on the gathered 

commands to generate the next state of the game world and 

sends updates to the clients based on their area of interest. 

Since the state of the world is derived from input gathered 

from all the clients at a single central location, the players 

can see the effect of the combination of each other’s actions. 

 

It is much simpler to maintain consistency and deal with 

delayed and lost messages from clients as only the server is 

involved in calculating the state of the entire world. The 

game company also retains control over player admission 

and game state. However, all the clients have to 

communicate with the server which can quickly become a 

computing and network bottleneck because of the 

potentially large number of players involved in MMOGs 

and large amount of game state. 

 

2.1 Problems with client server 
 

Although these architectures can be made to scale with the 

number of players by adding more centralized resources, it 

fundamentally lacks flexibility and the centralized server(s) 

must be over-provisioned to handle peak loads. Game 

publishers must estimate in advance the expected number of 

players. Finacncial constraints often dictate under-

provisioned servers, limiting the growth of appealing 

games. Even if the company deploys the correct amount of 

resources, these resources remain under utilized while the 

game popularity rises to the predicted level. Similarly, when 

a game’s popularity starts to wane the gaming company is 

unnecessarily forced to maintain the original level of 

resources.  

 

Moreover, client server architectures limits the 

responsiveness since clients have to wait for commands to 

propagate to a potentially busy server and the resulting 
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updates to return to the client. The higher lag prevents 

certain genres of games, like first person shooter games, 

from becoming massively multiplayer. 

  

3. Peer to Peer Architectures 
 

Peer to peer architectures are naturally scalable as the 

available resources grow with the increasing number of 

participants and they can be designed to not consume any 

finite centralized resources to accommodate new members. 

 

Early multiplayer games and even more recent research and 

commercial work rely on a simple P2P model. Games like 

MiMaze [14] and Age of Empires [15] implement a 

completely decentralized unstructured P2P system where 

every node receives moves from all the players in the game 

and decides the game state on its own. These games depend 

on broadcast or multicast support from the underlying 

network. All nodes are equal and model the entire world 

based on the messages received from all the other players. 

Since all nodes run the exact same algorithm on identical 

sets of inputs, all players see the same world on their 

screens. Other P2P systems such as AMaze [17] and 

Mercury [16] utilize multicast groups to send messages only 

within groups of nearby players to minimize the bandwidth 

usage. However, IP multicast is still not widely supported 

and architectures that try to mimic multicasting by the use 

of unicast links introduce too much latency. 

 

To adapt P2P technology for games with large number of 

players spread all over the Internet, we can no longer 

assume that (i) messages can be easily broadcasted to all 

participants; and (ii) the messages are delivered to all 

recipients within guaranteed time constraints. The system 

should also persistently store the state for shared mutable 

environment object and player entities. 

 

3.1 Related Work 

 

Knutsson et al. [2] propose making all player machines 

members of a Pastry Overlay [11]. The game map is split 

into zones and all players within a zone form a group by 

joining the Scribe [12] multicast tree for the zone. Zone IDs 

are used to hash onto Pastry nodes to select zone 

coordinators, which also serve as roots for the multicast 

trees. Game state is updated by broadcasting the moves on 

the multicast tree using the coordinator’s ID. 

 

Kawahara et al [7] advocate a fully distributed scheme 

where all nodes are equal. A player node maintains a list of 

a fixed number of nearest neighbors and forms direct 

connections with the neighbors included in the list. 

Neighbors periodically exchange their lists to help each 

other detect new incoming nodes. 

 

In Solipsis [8] nodes attempt to maintain links with a ring of 

nodes around themselves instead of just connecting to the N 

nearest nodes. The nodes in the ring act as sentinels and 

notify the node when an unknown node approaches the 

central node from any direction. 

3.2 Problems with existing P2P solutions 
 

Knutsson et al. describe the most complete system of the 

three architectures as Solipsis and Kawahara et al. [7] do not 

consider the issue of game state management. However, 

their approach still has some undesirable properties. The cell 

sizes do not correspond to the area of interest of the players. 

Therefore, players cannot see across artificial cell 

boundaries introduced by the game architecture otherwise 

non-existent in the game world. The authors recommend 

players with greater visibility requirements to join multiple 

zones. But this results in a node receiving unnecessary 

messages from locations beyond its area of interest. More 

seriously the scheme seems to go against the very reasons 

that make the peer approach appealing. Player updates are 

routed through the coordinator, which is not much different 

from a client sending updates to a server. Secondly, the 

location of players and proximity of neighboring virtual 

world zones are not used in deciding how to stitch nodes 

together while constructing the overlay. As a result, 

messages have to be routed through multiple nodes that may 

not even be interested in the contents of a message. There 

may be as many as 50 virtual hops [5] in a decent sized 

game. To make matters worse, each hop between nodes 

handling neighboring virtual world zones translates to 

multiple hops on the physical network. Moreover, as Pastry 

tries to randomize neighbors in the overlay to improve fault 

tolerance, the messages have to haphazardly bounce all over 

the Internet before it gets to the destination. All of this adds 

to the delivery time of updates, adversely affecting the 

responsive of the application. 

 

The main shortcoming of Knutsson’s approach is that it 

does not fully utilize the direct connections between peers. 

On the other hand, Kawahara’s method maximizes the hop 

count efficiency by maintaining direct connections between 

players at the cost of increased network traffic. Moreover, 

maintaining a list of a fixed number of nearest nodes does 

not guarantee global connectivity. For instance, if all the N 

closest nodes crowd together on only one side of the node, 

the player is rendered completely oblivious to a player 

approaching from the other side.  

 

Like Kawahara et al., Solipsis utilizes direct links between 

neighbors improving the event delivery delay. It also solves 

the problem of node blindness due to overcrowding on one 

side by ensuring that there is always a ring of neighbors 

directly connected to the node regardless of their distances. 

However, proper neighbor discovery is still not guaranteed 

when players move too fast. Secondly, to maintain global 

connectivity players have to maintain connections even if 

they are too far apart to be visible to each other. 
 

4 Goals 
 

While designing our system our objectives were to:  

• Maximize the game responsiveness by reducing the 

message delivery time. 

• Maintain consistency of the game across all clients. 
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• Minimize the bandwidth and computational 

requirements for a single client. 

• Provide fault tolerance for unpredictable peer exits. 

• Provide game state maintenance for player 

controlled avatars (PC), non-player controlled 

entities (NPC), immutable and mutable terrain 

objects. 

• Provide distributed persistent storage of game state. 

• Retain admission control with the game publisher. 

• Avoid using network supported multicast. 

 

5 Proposed System 
 

Our design exploits the limited area of interest of a player. 

Each node is responsible for just the avatar of the machine’s 

owner. Avatars have a limited area in which they can bring 

about changes. This is known as the publish area. An avatar 

also has a subscription area that conforms to the sensing 

abilities of the avatar. These areas can have different 

dimensions depending on the capability and sensing ability 

of the player’s avatar. A player can see a player, B, only if 

its subscription area overlaps the publish area of player B. 

All players whose areas overlap are connected directly with 

each other. Every time a player moves it sends a move event 

to all the connected peers and checks if the areas still 

overlap. If they do not, the peers drop the connection and 

are no longer aware of each other. 

 

Using publish/subscribe areas is the most efficient and 

flexible interest management technique. It ensures that only 

participants who are interested receive only the events that 

can possibly affect them. 

 

5.1 Neighbor Discovery 
 

Selected peers are elevated to the role of a zone coordinator. 

Zone coordinators are assigned fixed portions of the game 

world (called zones) to manage. The coordinators have 

knowledge of all the avatars residing in their zone. They 

keep a record of their location and publish/subscribe areas 

so that they can inform players when they come close 

enough to each other to interact. It is up to the players to 

decide when to stop communicating with a neighbor. 

 

Zone coordinators form a structured peer-to-peer overlay. 

The entire game world is split up into non-overlapping 

rectangular regions/zones. Each coordinator maintains direct 

links with the coordinators of the zones bordering its own 

zone. Through these neighboring coordinators it has indirect 

links to coordinators covering the entire game space. These 

indirect links can be used to route a message to any point in 

the virtual world. In this manner, coordinators maintain 

global connectivity by only keeping a record of a small 

subset of neighboring zone coordinators. 

 

Players utilize the overlay of coordinators to seamlessly 

move to any part of the virtual world and acquire knowledge 

about their immediate surroundings. As a player crosses a 

zone boundary the coordinator informs the player that it has 

crossed into another zone. At the same time it also provides 

the player with information to connect to the coordinator of 

this new zone. The player then registers its current location 

and publish/subscribe area with the new coordinator and 

begins sending updates of its location.  

 

5.2 Game State 
 

A complete MMOG middleware should maintain game state 

consistency and persistence. Game state can be categorized 

as Player controlled Character (PC), Non-Player Controlled 

Character (NPC), Immutable terrain objects and Mutable 

terrain objects. Interaction between different classes of 

objects require varying level of latency and consistency 

guarantees. 

 

Terrain objects are always located at certain points on the 

map. The zone coordinator for that position of the map 

computes and stores the states of these objects. As an avatar 

moves through the world the coordinator informs its 

playerMD (the middleware component running on the 

player’s machines) of the positions and states of the all the 

terrain objects in the avatar’s surrounding. The playerMD 

caches these values and informs the relevant coordinator 

whenever its avatar interacts with a terrain object. The 

coordinator resolves any conflict associated with concurrent 

updates to a terrain object and refreshes the cached value of 

the shared environment object in all the players in the 

vicinity. 

 

For more latency sensitive interactions like PC-to-PC 

interactions, playerMDs are allowed to optimistically 

synchronize with each other, involving the coordinator only 

to resolve inconsistencies. For two players to interact they 

must have overlapping publish/subscribe areas.  Such 

players have direct connections which they use to inform 

nearby players of their actions. The playerMDs gather these 

events and periodically recalculate the new state of the 

world applying the Trailing State Synchronization algorithm 

[4]. The same algorithm is run on the coordinator but with a 

greater lag, which ensures more accurate state generation at 

the coordinator. Therefore, the coordinator’s state is 

considered to be authoritative and is used to resolve 

differences between the state of  interacting playerMDs. 

 

5.3 Fault Tolerance 

 

Every coordinator has a number of replicas, which are 

periodically updated. The exact number is determined by the 

fault tolerance requirements of the game. Only one of the 

replicas actively exchanges messages with the players and 

neighboring coordinators and computes the states of the 

objects located in the zone. At a fixed interval the active 

coordinator updates one of the replicas, which relays the 

updates to the remaining replicas. Since the replicas expect 

to be updated at regular intervals, if they do not receive an 

update for some time they conclude that a replica upstream 

from it has gone down and initiate a process to select new 

playerMD to replace the lost replica. 
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5.4 Persistence 
 

To insure tolerance for catastrophic failure and allow a 

minimum level of persistence there is a lightweight 

background process, which backs up the state of the 

different zones of the game world onto the central server. 

The publishing company can keep a copy of the state of the 

entire world secure on its own machine. This copy may be 

out of date by several minutes but it provides a minimum 

level of protection against a situation where there is a mass 

exodus of players. In the event of such a catastrophic failure 

the game will lose the last few minutes of moves.  Given the 

non-critical nature of the application, this is fairly 

acceptable. Only in very rare circumstances the game will 

have to be reset to a slightly outdated state saved at a 

backup server. Most failures will be sufficiently handled by 

the replicas. 

 

5.5 Coordinator Overlay 
 

The design of the overlay centers on a 2 dimensional 

Cartesian coordinate space. The entire coordinate space is 

dynamically partitioned among the coordinators. Each 

coordinator is assigned its own independent zone within the 

overall space. A coordinator discovers and tracks 

coordinators for zones bordering its own zone. Using this 

set of coordinators a node can route messages to any 

random point on the virtual coordinate space. 

 

5.6 Overlay Construction 
 

The overlay is constructed incrementally with the initial 

coordinator started by the central server on a game 

publisher’s computer. The initial coordinator manages the 

entire game space and maintains a list of all player machines 

currently playing the game. As players join the game the 

initial coordinator can become overloaded. When that 

occurs the system dynamically selects one of the player 

nodes to share the coordinator’s load. The overloaded 

coordinator splits its zone in half and transfers control of 

one half to the selected player machine while retaining 

responsibility for the other half. The zone split and handover 

is achieved through the following multi-step process: 

 

1. A coordinator, C, detects an overload locally and 

sends a distress signal to the central server. 

2. The central server maintains a list of all the players 

currently logged in. It chooses the best candidate to 

share the distressed coordinator’s load and sends it 

a signal to spawn the coordinator process on its 

machine. 

3. The spawned coordinator, D, informs the 

overloaded coordinator that it is ready to share the 

load. 

4. The overloaded coordinator decides the orientation 

of the split and passes the dimensions and 

coordinates of the newly created zone that the new 

coordinator will own. 

5. The original coordinator informs its neighbors of 

the split. The new coordinator is also passed 

information about the coordinators that will be 

neighbors for the zone it inherits. Based on this 

information new links are established between the 

new coordinator and the old neighbors of C. 

6. C also passes on to D states of all the players and 

objects that lie within its zone. These transferred 

players are asked to establish connections with D. 

7. As a last step, D asks the central server to pick 

player nodes to act as replicas and copies its 

acquired game object states to all the replicas. 

 

5.7 Routing  
 

Each node divides its neighbors in four sets as shown in 

figure 1. On receiving a message to route to a position (x,y) 

the node first decides which neighbor set or region it should 

search for the next hop. 

 
 

Neighbor Registry at Node N1 

Region Registered Neighbors Trespasser 

0 N2, N3 False 

1 NULL True 

2 N9, N5, N4 False 

3 N0 False 

 

Figure 1: Neighbor Registry and Routing 

 

Within a set the neighbors are sorted in increasing order of 

their origins - with the origin being the coordinates of top 

left corner of the zone. The node goes through this list 

looking for a coordinator that has the smallest Euclidean 

distance to the message’s destination and forwards the 

message to the selected coordinator. To handle regions like 

N3, called Trespassers, the algorithm also considers zones 

that have their origin in one zone but overlap into another 

region. 

 

5.8 Transparent Borders 
 

The routing mechanism is used most extensively when a 

new player logs in. A new player must contact the central 

server to join the game. At this point the server can refuse 

the player’s entry into the game based on the company’s 

admission control policy. Each new player must have some 

initial position, which lies within some coordinator’s zone. 

The server generates a register message for the player with 

its starting position as the destination of the message and 

injects the message into the overlay. The message ultimately 

ends up at the coordinator that oversees the starting position 

of the player. 

 

The coordinator decides, based on the information in the 
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message, whether the player’s publish/subscribe areas 

encroach into the zones of neighboring coordinators. It 

generates a list including all such coordinators and itself. 

This list is sent to the joining player asking it to register 

with all the coordinators in the list. 

 

Players forward their actions to all the coordinators they are 

registered with so that their movements can be tracked. This 

makes the boundaries fairly transparent. In all other 

proposed zoning techniques perception of the players is 

limited by the boundaries of the zone in which its origin 

lies. In these schemes two nearby players separated by the 

artificial boundary are oblivious to each other’s presence. 

 

 
Figure 2: Transparent Boundaries 

 

However, our scheme makes the boundaries completely 

transparent through a combination of the publish/subscribe 

areas and the requirement for a player to register with all 

coordinators whose space the player’s publish/subscribe 

areas overlap. In figure 2, since B’s AoI encroaches into 

C1’s zone, B sends position updates to C1 as well, even 

though B itself resides in C0. Based on this information C1 

can track B’s location and inform A when B’s subscribe 

area starts overlapping its own publish area. 

 

5.9 Splitting & Merging 
 

A zone is partitioned in half with the split occurring along a 

line running through the center either horizontally or 

vertically. When the height and width of a zone are equal it 

is split vertically resulting in two rectangular zones. If the 

height and width are unequal the zone is split horizontally. 

In this way, a coordinator that is repeatedly split alternates 

between rectangular and square zones. This results in more 

regularly shaped regions. 

 

Merging is much more involved. The relationship between 

coordinators can be classified as parent-child. The parent 

being the coordinator that split and handed over half of its 

space to the child coordinator. Each coordinator stores the 

ID of its parent and a list of its children in the order in 

which they are ‘created’. Whenever a coordinator becomes 

under utilized it sends a merge request to its parent if it does 

not have any children. Otherwise, it has to send a merge 

request to the last created child. A child can turn down the 

request under two circumstances (i) it is overloaded and 

merging will, in all likelihood, only result in an even more 

overloaded coordinator (ii) the child has other children. If 

this is the case, the parent has to wait for its child to become 

available. Only once a node has recombined with all of its 

children in reverse order of creation can it initiate a merge 

with its parent or accept a parent’s invitation to merge. 

The architecture is flexible enough to support more 

complicated splits. For example, instead of just splitting in 

half, the vertical or horizontal line could be drawn away 

from the center and the direction of the split could be altered 

to equally split the number of players. Alternatively, game 

semantics can also be used to coincide the zone boundaries 

along natural obstructions in the game like walls or 

mountain ranges. 

 

5.10 Dynamic Area of Interest (AoI) 
 

As the zone split and become progressively smaller to 

handle higher player densities it becomes increasingly likely 

that a player’s AoI will overlap multiple regions. To prevent 

this from happening the AoI of a player are resized 

proportionally to the dimensions of the zone in which it lies. 

As a result, a player passing through small zones will have 

its AoI decreased. This scheme is an acceptable adaptation 

of the cocktail party effect [2] already well established in 

interest management systems. Even in real life a person in a 

crowded space tends to only concentrate on listening to few 

close by people can blank out the background noise. Since 

smaller zones mean higher number of players in the region, 

the algorithm simulates the same effect by simply reducing 

a player’s AoI when it enters smaller regions. 

 

5.11 Overload Detection 
 

A coordinator is expected to perform its task against strict 

time constraints so that the latency and responsiveness 

demands of the application are adequately met. The 

overload detection algorithm uses this to decide when a 

coordinator needs to shed some of its workload. The 

coordinator times how long it takes to perform state 

computations and dissemination of the updates. If it sees 

that it is unable to process the state before the next state is 

due, it deduces that it is overloaded. The processing time 

also serves as a weak indicator of the load the node is 

putting on its network connection. As overloading the 

network forces the network to drop packets some of which 

have to be retransmitted by the coordinator resulting in 

higher processing time.  

 
5.12 Topology Aware Overlay Construction 

 

While choosing a child for an overloaded parent the central 

server considers the network proximity of the child and the 

parent. Choosing a child which is topologically closest to 

the parent results in lower message exchange latency, 

leading to better consistency and lower aggregate network 

consumption. Since neighboring coordinators need to 

exchange large amounts of data, this can have a 

considerable effect on performance.  

 

The child selection algorithm uses network coordinates [10] 

as an index for network proximity. Each node is assigned 

network coordinates on the basis of ping times to certain 

landmarks on the network. Two nodes are considered to be 

close when the Euclidean distance between their network 

coordinates is small. By selecting children that are closest to 
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the coordinator being split we ensure that neighboring 

coordinators are optimally located on the network and hence 

the entire overlay is optimal. 

 

6 Prototype and Experiments 
 

We have implemented a prototype that allows the 

coordinators to dynamically split and merge as needed while 

maintaining a consistent overlay topology. We have also 

devised advanced overlay routing algorithms to route 

messages with only O(log N) hops compared to O(N) hops 

required by other similar overlay structures like CAN [13]. 

The prototype also implements protocols to handle player 

registration, player movement, AoI overlap notification and 

inter coordinator communication. 

 

  
 

 

 

 

 

 

 
7 Future Work: Extensions to Service Discovery 
 

We optimized the overlay topology by arranging the nodes 

according to their location in the virtual world. This also 

resulted in a simple direct mapping from an entity’s location 

in the game space to the overlay’s key space which allows 

more efficient range queries based on the location.  

 

These properties of our overlay can be exploited for Service 

Discovery applications [18] which somewhat like games 

need to track the location of mobile devices and services.  

Recent research work on incrementally deployable 

distributed service discovery infrastructure propose using 

P2P overlays [19, 20] which do not use any location 

information in their construction. Moreover, these overlays 

are highly inefficient in performing range queries, which are 

very common in service discovery. Therefore, we feel that 

our architecture is much better suited for such an 

application. As future work, we plan to adapt the 

architecture for scalable global service discovery.  

 

8 Conclusion 
 

In this paper we have provided a general overview of 

MMOG, its requirements and some architectures that have 

been used to meet these requirements. We also proposed an 

architecture that utilizes the players’ machines to allow 

gaming companies to scalably reach out to larger audiences 

without a huge investment in the infrastructure. The 

proposed ideas open the possibility of bringing MMOG to a 

completely new genre of games involving fast paced action 

that have very strict latency requirements. By adopting the 

publish-subscribe mechanism we guarantee near optimal 

area of interest management at the same time as partitioning 

the workload dynamically without introducing unnatural, in-

transparent boundaries in the virtual world. We also show 

how the tried and tested Trailing State Consistency protocol 

nicely fits on to the architecture to provide persistent and 

fault tolerant management of players and terrain objects and 

propose an extension of the architecture for service 

discovery. 
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Figure 3: Screen Shot of Prototype Visualization 
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Abstract 
     The research paper presents an extremely 
effective system demonstrating the power of 
software, instead of relying on expensive hi-tech 
gadgets. Widely available wireless 
communication platforms are used to reach out 
to the masses. As a result, a novel, nifty, yet 
simple use of mobile phones and community 
radios have been developed, to provide last mile 
connectivity. E-Education has been taken up to 
reach the unreached. It consists of three main 
parts – a central system, a mandal system and 
last mile connectivity. The central system 
comprises of the talk to the teacher and a 
website component. The mandal system is the 
heart of e-education and includes eight modules 
such as P-SCAN, education jockey, idol-speaks, 
games, PSE, broadcast & feedback modules. The 
last mile connectivity is made through 
inexpensive technology of community radios. The 
paper examines the problems of the outreach 
system for robustness, inexpensiveness and 
social development. Finally, the authors 
conclude that e-education is not limited by the 
availability of computers and internet. 

1. Introduction 
     Interoperable mobile communication systems 
and services are becoming truly global and mass  

 

 

 

market decreasing the digital divides. 
Essentially, due to their penetration and 
outreach, mobile gadgets and their connectivity 
impact not only our life management and 
communication habits but also shape our 
societies through basic and more advanced 
services they enable like community and e-
governance applications.  

     Helping the less privileged children who 
cannot go to schools is the main purpose of this 
paper.  The concept of “Schools to children, if 
not children to schools” is taken as the core issue 
in the national literacy policy of Government of 
India. It can be viewed as an end-to-end solution 
making use of the most innovative software that 
runs on existing hardware and infrastructure. 

     Computer hardware, even today, with big 
projects like OLPC and others, is still not 
affordable to most sections of the society. The 
educational-potential of technology, we feel, 
should not be restricted, due to the lack of 
affordable hardware [1]. 

     The research paper presents an extremely 
effective system demonstrating the power of 
software, instead of relying on expensive hi-tech 
gadgets. Widely available wireless 
communication platforms are used to reach out 
to the masses. As a result, a novel, nifty, yet 
simple use of mobile phones and community 
radios have been developed, to provide last mile 
connectivity. 
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Table 1. Technologies and the corresponding modules 

Technologies used Module name and other details 
. Net Framework 3.0 WPF, WCF (P2p N/W) And For Other Features Needed Through Out The System 
Ms OCS 2007 The Speech Server 2007 ( Shipped As Part Of OCS )For IVR System And The 

Windows Live API 
Directx 10.0 For The Gaming Module 
Microsoft Expression Studio 

 

For Providing Users With Rich Media Content On Website (Ms Expression Web) 
As Well As Windows Applications (Ms Expression Blend) 

Expression Media With the need to quickly and easily import, organize, search, annotate, repurpose 
and archive digital files (audio). This is the way to go. 

Share Point Portal Server Single Integrated Platform For Connectivity (Central Site). 
Microsoft Vista  For Deployment 
SQL Server  For Storing All The Content At Central System And The Reporting And Analysis 

Services For Data Analysis. 
Multi Point Sensor API For Gaming And AI Modules 
Microsoft Encarta For Content. 

 

Figure 1. e- Education 
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2. Methodology 
    The different aspects of the paper are 
schematically represented in Figure 1. 
     Each of the components of the e-education is 
described below: 
2.1. Central System 
     It is classified into two parts: 
2.1.1. Talk-To-The-Teacher: Speech-Enabled 
IVR 
      This Speech-recognition-capable layer runs 
on the EJ module described below:  
     The teacher, from places where there is no 
availability of a computer or an Internet 
connection, is expected to call a Toll-free 
number, providing a facility to transmit real-time 
over telephone connected to transmitter/speaker. 
It ensures total community outreach irrespective 
of computer-availability [2]. 
2.1.2. Web Site:  This has two parts: 
     I-Volunteer is involved in Community 
Generated Content. They are willing to share 
innovative content for uploading here. The 
content to be posted on the site and to be added 
to the repository has to be approved through a 
review and peer-review process. For this, a 
scheme inspired by Erdos Numbers is utilized. 
The highly rated members are graded ‘1’ and 
people reviewed and trusted by them get the 
number ‘2’ and so on. For an entry to be 
approved and posted, it must have a minimum 
number of points in a specific ratio of the 
members. This ensures the quality of the 
material. 
     In-Sync: The Shared Portal: This keeps all 
the mandals synchronized with each other, and 
provides a common platform to stay connected 
and updated [4]. 
2.2. Mandal System: This consists of the 
following eight modules which are described 
below: 
2.2.1. Content storage and Transmission 
     All the instructive data is stored as Instruction 
Definition File (idf), which conforms to an 
Instruction definition language (idl), an xml 
schema (extensible for future additions) defined 
by authors to describe each element of the audio 
content, including the instructive content, 
background scores, voices and other templates 
[5].  
2.2.2. P-SCAN (Platform for Sharing Content 
Across Network: The P2P Module 
       The working of P-SCAN is given in Figure 
2 below. 

 
Figure 2: Working of P-Scan 
       This is a client built on peer-to-peer 
technology. This would be something like 
napster or limewire except that this is used to 
exchange educational content. This includes the 
presentations made in grava and also the EJ. 
Another dimension is added to grava 
(https://connect.microsoft.com/grava). Grava is 
the code name for a new set of tools from 
Microsoft’s Education Products group that is 
designed to allow educator community to create 
and assemble material that will increase 
discovery and allow learners to at their own pace 
and learning style. It has an option to seamlessly 
upload it to I-Volunteer.  Where GRAVA 
enables visual editing of files our EJ module 
enables creation and editing of audio files. These 
audio files are lessons which are text and are 
converted to audio (SSML). Vista gadget is 
updated using the feeds from I-Volunteer. In this 
context i-volunteer is something like a wiki 
hosting educational content of both EJ and grava, 
enabling to publish it to everybody. It could even 
open up a scenario where a same presentation 
could be modified by people at the same time. 
2.2.3. Education Jockey (EJ): Content Mixing 
Module 
    This is a GUI to modify the idf file and allows 
mixing of the text content with voice, additional 
background scores and other related templates. 
The user can select the appropriate templates 
from a list of available options, already stored on 
the system. It also has a provision to add direct 
audio content that uses speech-to-text 
conversion. 
2.2.4. Idol-Speaks: The Modulator 
    The idol teaches the stuff. Children can listen 
to their lessons through voices of their favorite 
celebrities. It has a range of voices from high-
pitch female to bass-male and a facility to save 
voices from here to the EJ. It can generate new 
voices, modify existing ones and sort them 
according to the children’s preferences. 
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2.2.5. Games Module 
     This module consists of a highly graphic 
multi-player DirectX games (with some help, we 
would love to use multi-sensor technology) that 
are synchronized with the radio broadcasts, and 
are updateable through XML feeds. For better 
accessibility, the hardware required for this 
module (specifically, a CPU connected to 
multiple consoles) is setup in a mobile van that 
tours all the villages. 
2.2.6. PSE Module 
     This is a fun-filled activity for Personal and 
Social Education (PSE), providing a way to 
educate the children through interaction with 
animated characters with emotional-intelligence 
and role-playing capabilities that establish 
credible and empathic relations with the learners. 
The application adapts to the child’s preferences 
for colors, games, subjects, voices, favorite 
celebrities, specific problem areas etc., so that 
his/her needs could be catered to efficiently, 
presenting a customized environment to the child 
[3].  
2.2.7. The Broadcast Module 
     This parses the idf file (i.e., the text content 
mixed with appropriate voice tags, background 
scores etc.) to actual audio (given to the 
transmitter), making use of Text to Speech 
conversion facility [2]. 
2.2.8. Feedback Module 
      This module automatically gathers the data 
pertaining to the level of children’s responses to 
the transmitted content. It generates reports on 
the number of children participating in various 
programs, their age groups, level of 
understanding and absorption capacity. These 
reports are sent to the central system in a timely 
manner, where they are interpreted. The content 
is then modified depending on the analysis done. 
2.3. Last-Mile Connectivity 
     The refined and inexpensive technology of 
Community Radios, covering a range of 5 – 7 
Kilometers radius is a revolution in India. Radio 
is the preferred choice, for its availability and 
affordable cost. 
3. User Scenarios 
The usage and usability of EJ: 
 Scenario 1: Transmission over the radio like 
how we propose to do in our system B.  
Scenario 2: Peer to peer content sharing like 
system A. Using this people can work in groups, 
edit and share content together 
Scenario 3: Creation of natural sounding, edited, 
customized audio books. (Could be published on 
http://www.freeonlinebooks.com) 
3.1.System-A: 
Scenario1: Community contribution 
• Anyone who has access to the internet can 

log on to the I-Volunteer Wiki and write 
articles regarding any educative topic. 

• For added convenience, he can download 
the I-Volunteer gadget and use it to make 
contribution. 

Scenario 2: Sharing content 
• Users can search for lessons on the P-SCAN 

network. 
• The peer to peer client can be used to 

download lessons from the P-SCAN 
network. 

Scenario3: Users 
• Students can watch immersive multimedia 

lessons on their PCs. Multimedia lessons are 
made using GRAVA. They include videos, 
audio, animations and images. 

• The EJ module extends the capabilities of 
GRAVA. It can be used to create audio 
books. EJ outputs lessons as SSML files that 
can be read out using text-to-speech tools. 

• Optionally the EJ can output lessons as 
audio files. These can be loaded on to mp3 
players, smart phones PMPs etc, so that the 
user can listen to them at his convenience. 

3.2. System-B: Talk to the teacher (IVRS) 
• Can be used by anyone with a phone.  
• The IVRS system is built on Speech 

Server 2007.  
• User calls the toll free number 

(provided by Satyam Foundation) and 
asks for the required lesson. 

• Lessons are stored as SSML files on the 
server. 

• The server uses a TTS application to 
read out the SSML files to the user. 

Scenario 1: 
Casual users can use this system to 

listen to topics of interest. He dials the toll 
free number, chooses the subject category 
and requests for a particular lesson, topic of 
interest or article. The server plays out the 
user’s selection over the phone line. 
Scenario 2: 

Teachers in remote villages can use this 
as a tool for classroom teaching. They can 
call up, request for the lesson and turn on the 
speaker phone (or connect to an external 
speaker) so that the entire class can listen to 
the lesson. 

3.3. Knowledge Casts (Broad cast 
module) 

Scenario 1: 
Teachers at the mandal level use the EJ 

to customize the lessons. They can schedule 
the broadcasts of different lessons. These 
lessons are transmitted via an FM 
transmitter connected to the mandal level 
PC. 
Scenario 2: 

Students in rural areas can listen to the 
knowledge casts using ordinary FM radios. 
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In between the knowledge casts, the 
broadcast schedule is played out so that the 
students may remember to tune in at the 
proper time. 

3.4. Personal & Social Education 
This is a very interesting way to impart 
social education to small children.  

Scenario 1: 
Children can play in a competitive mode. At 
each stage they are posed with two scenarios (for 
example how to cross the road), one right and the 
other wrong. If the right choice is made, then the 
player advances, else he goes back a few places. 
4. Code 
     A sample code module is given below: 
using System; 
using System.IO; 
using System.Net; 
using System.Windows; 
using System.Windows.Controls; 
using System.Windows.Data; 
using System.Windows.Media; 
using System.Windows.Media.Animation; 
using System.Windows.Navigation; 
namespace PSE 
{ 
 public partial class Window1 
 { 
        int[] pos=new int[3]; 
        //int score=new int; 
        int player=0; 
        int x=0,y=0; 
         
        TranslateTransform trans = new 
TranslateTransform( 100, 300); 
         
        public Window1() 
  { 
  this.InitializeComponent(); 
//trans.TryTransform(boy.TranslatePoint 
             
   // Insert code required 
on object creation below this point. 
  } 
private void clicked (object sender, System. 
Windows.Input.MouseButtonEventArgs e) 
        { 
            Random random = new Random(); 
            int num = random.Next(1, 7); 
            textBox.Text = num.ToString(); 
            pos[player]+=num; 
            move(pos[player]); 
            playAnimation(); 
            readResponse(); 
            if(response==true) 
            { 
                score[player]++; 
            } 
            else 
            { 

                pos[player]-=num; 
                score[player]--; 
            } 
              } 
        private void move(int pos) 
        { 
            //calculate x,y coordinates from position 
            x=(pos%3)*160; 
            y=(pos/3)*158; 
            Point p = new Point(200, 200); 
            boy.TranslatePoint(p, (UIElement)start); 
        } 
 } 
} 
     The above sample code is for Windows 
multimedia animation for educating the kids 
through games. 
5. Our Vision 
      Authors being academic personnel with 
knowledge of the requirements, thought it fit to 
associate with foundations, which are already in 
the field and, accordingly, tied up with 
M.Venkatarangaiya (MV) Foundation. They had 
opportunity to interact with the children, which 
has helped us gain first-hand understanding 
about their predicaments. This provided them 
with the information, with regard to the approach 
required and the problems involved in the 
process of designing and evolving this work. 
       Authors could design a concrete model that 
would surely help realize the objective of e-
education. They are delighted to note that the 
MV Foundation and the Satyam Foundation, 
after a detailed deliberation, have claimed it to be 
the solution to tackle illiteracy and have assured 
us not only the moral and material assistance, but 
also to extend the reachability of the module to 
the maximum extent. Thus, realizing vision of 
“Achieving Total Literacy by 2020 (or earlier)” 
for India. 
6. Discussion 
       The present paper examines each problem of 
basic education systems in every dimension 
possible. 
• The hardware (radios) at the end user level 

is easy-to-use, robust, portable & most 
importantly and inexpensive. 

• Quality of education: At the lowest end user 
level, their knowledge is not confined to the 
knowledge imparted by their immediate 
teacher. The material generated undergoes a 
thorough review process. The synchronized 
games provided, substantiate their learning. 
Kids’ awareness, social development and 
other major aspects of education are 
addressed. 

7. Conclusion 
      E-Education is not limited by the availability 
of computers and internet. The system can 
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function irrespective of the availability of high-
end gadgets, using basic infrastructure. The end 
user is not expected to be computer savvy or 
even expected to have minimum education. The 
user will find it very easy to interact with the 
system as it has a wholly voice enabled GUI that 
can be used for navigation through the 
application and this GUI is customizable to the 
user's language and preferences.  Authors have 
only tapped the surface of the enormous potential 
such an application could have. It could be 
extended in every direction to provide News & 
Local Weather Reports, Night Schools for the 
elderly, Emergency Public Information and 
many more. 
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Abstract

Median or centroid based clustering is important in ap-
plications where retaining an object in the collection is im-
portant for the purposes of end user visualization, such as
image browsing applications. Median based clustering is
also important in applications where the mean of two object
representations has no meaning. This paper adapts a dis-
tributed K-Median clustering algorithm, and demonstrates
its applicability for a variety of object representations and
distance measures.

The versatility of the distributed K-median clustering al-
gorithm is demonstrated by clustering images using three
different image representations and distance measures. The
first uses global histograms, while the second uses a con-
straint based region comparison. The third uses a proposed
combination approach comparing both global histograms
and region sets, to overcome some of the individual limi-
tations. Visual results of the three different approaches to
image comparison are shown, and, for the test set used, the
combination approach performed well.

1 Introduction

While content based retrieval of media assets has long
been studied, especially images as evidenced by several re-
view papers [16, 11], retrieval of media assets from dis-
tributed databases and peer-to-peer (P2P) environments is
gathering interest with the increasing uses of P2P systems
and collaborative ventures in sharing scientific and medical
media.

In many image retrieval approaches, clustering is used
to organize the images into similar groups either as part of
the retrieval process or to reduce the amount of informa-
tion presented when browsing by summarizing using rel-
evant examples. Examples of clustering for both retrieval
and browsing in non-distributed environments are found in
papers by Sethi and Coman [13] and Stan and Sethi [17].
An example for browsing in a larger system is presented in

[6]. Thus far however, little of this research in interactive
browsing has occurred in P2P environments.

There are two primary benefits to clustering the images
within a distributed environment. First, as with clustering in
a non-distributed environment, the clustering result can be
used to visually portray a global overview of the accessible
images, and retrieval can be performed by selecting those
images which lie within the cluster closest to a query im-
age. Second, in a distributed environment it is beneficial to
reduce the amount of communication between nodes, and
by clustering in advance only the most relevant partial or
summary information to a query need be sent.

The K-Means clustering algorithm is a well known and
popular clustering technique, with many applications. This
algorithm has the limitation that the mean vector is a new
vector, and while sufficient for accomplishing the cluster-
ing, the vector may not be relevant in analyzing the results.
Obtaining an object in the collection as the cluster repre-
sentative is especially important in image or media applica-
tions where average or mean images have no meaning. This
paper uses our earlier proposed distributed K-median clus-
tering algorithm [7] which retains the cluster center as an
object in the collection.

The purpose of this paper is to expand upon our earlier
work, and demonstrate both the flexibility of the algorithm
and its applicability to image clustering. Thus, this paper
applies the proposed clustering algorithm to a collection of
images and demonstrates that, in addition to simple global
histogram representations with Euclidean distance, the al-
gorithm can be applied to region based representations with
a constraint based similarity measure.

Additionally, this paper proposes a combination distance
measure using both global histogram and region level infor-
mation. The proposed image distance measure appears to
reduce the effects of the individual limitations.

Section 2 discusses some relevant background informa-
tion. The clustering algorithm is presented in Section 3.
The three image distance measures are discussed in 4, and
the clustering results are shown in Section 5. A conclusion
follows in Section 6.
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2 Background

Content based image retrieval (CBIR) arose as the lim-
itations of manual annotation became apparent. First, the
time needed to manually annotate a large collection of im-
ages is unrealistic. Second, and perhaps more importantly,
annotations are subjective, and vary according to any num-
ber of factors. In a networked environment, these annota-
tions may also cause language barriers. Though P2P sys-
tems currently operate on keywords and filenames, these
same problems arise and researchers have realized that
CBIR techniques need to extend to P2P systems.

P2P systems fall into three categories: centralized (Nap-
ster), decentralized unstructured (Gnutella), and decentral-
ized structured [14]. Research on content-based retrieval
in P2P systems seems to focus on the decentralized arena.
These systems use vector based indexing systems for the re-
trieval, but in addition they organize the network topology
so that peers containing semantically similar documents are
located near each other. Their aim is thus to improve query
efficiency by first sending queries to those peers that are
likely to contain that type of semantic content. General doc-
ument retrieval is addressed in [19, 18, 12], while CBIR in
P2P systems is addressed in [10, 9, 1, 4, 21].

Though much research has gone into information re-
trieval in P2P environments, little research has gone into
developing methods for interactive browsing in P2P envi-
ronments. In [3], the authors propose a browsing method
for documents. Unlike the previously mentioned papers that
focus on how to organize the network efficiently and how
create and store the index, this paper focuses on developing
a distributed K-median clustering tool, that can be used to
cluster distributed documents in a method conducive to later
visual browsing.

3 Distributed K-Median Clustering

In the P2P environment, there are two levels of compu-
tations: global calculations, and local calculations. While
local calculations are computed individually at each peer,
global calculations are either computed at a centralized
server (as in the Napster model) or among the peers given
a communication scheme. Since our focus is the algorithm,
and not the communication scheme, the target environment
here is the Napster model of a centralized server and index.

Briefly, in the distributed k-median algorithm, the server
communicates the global cluster centers to the peers, the
peers then calculate local cluster centers as medians and
communicate these back to the server, and the server then
updates the global medians as the cluster centers. Since
global medians can’t be directly calculated from local me-
dian information, an approximate global median is calcu-
lated. The following algorithm, Algorithm 1, was previ-

ously proposed in [7], and is similar to the K-Means algo-
rithm proposed in [2].

The following notations are used: k, the number of clus-
ters; nP , the number of peers; P , a peer; xi, an image; C,
a cluster; Median(CP ), is the local median of the cluster
at peer P ; and Median(CG), is the global median of the
cluster.

The distance from an image to a cluster center is denoted
as D(xi, C). While [7] restricted the distance to the Eu-
clidean distance between feature vectors, this paper uses no
such restriction. This in essence changes the algorithm from
a K-median algorithm to a K-clustroid algorithm.

For initialization in our experiments, each peer randomly
selects dk/nP e of its images and communicates these to the
central server. The central server then randomly selects k of
these images as the initial cluster centers, and communi-
cates these to all the peers. If each peer is an expert on a
set of topics, this simple initialization method should work
fairly well. We reserve further study of distributed initial-
ization methods as future work.

In this paper the ‘Last Median’ option is used for com-
puting the local medians. In this approach each peer sends
two representatives to the server: the local image nearest
the last calculated global median, and the local median of
the cluster. In addition, the number of local images near-
est each of these representatives is tabulated and sent to the
server. Thus information for peer P to communicate to the
central server about cluster C, is XP (C), a set of two pairs,

XP (C) = { (Nearest(Median(CG)),
Closer(Nearest(Median(CG)))),

(Median(CP ), Closer(Median(CP )))}

where Nearest(Median(CG)) = xi such that ∀xi, xj ∈
CP , i 6= j, D(xi, Median(CG)) < D(xj ,Median(CG)).
Closer indicates all items in the local cluster that are
closer to one representative than the other. Thus,
this is defined for Nearest(Median(CG)) as the set
{xi|∀xi ∈ CP , D(xi, Nearest(Median(CG))) < D(xi,
Median(CP ))}, and for Median(CP ) this is defined as
the set {xi|∀xi ∈ CP , D(xi, Median(CP )) < D(xi,
Nearest(Median(CG)))}.

The approximate global median for each cluster is then
computed as the weighted median of the local representa-
tives for that cluster. Thus, the approximate global median
of all elements in cluster C,

Median(CG) = Median({XP (C)|∀P})

is computed by replicating each xi, wi times, and com-
puting the median. For example, if XP=1(C = 1)
= {(P1x1, 3), (P1x2, 1)} and XP=2(C = 1) =
{(P2x1, 2)}, then the global median would be
Median(P1x1, P1x1, P1x1, P1x2, P2x1, P2x1).
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Algorithm 1 Distributed k-Median Clustering Algorithm
Select initial cluster centers, Centroid(C)∀k
repeat

In Parallel do:
for all xi ∈ P do

for all C do: Compute D(xi, Centroid(CG)).
end for
Assign xi to cluster C, where
D(xi, Centroid(CG)) is minimized ∀C

end for
for all C do: Compute XP (C). end for
Communicate XP (C)∀C then do:
End In Parallel
for all C do: Compute Median(CG). end for

until centers are stabilized

The iterative process of recalculating global medians
would continue until the cluster centers (or medians) sta-
bilize under some criteria. In our experiments, stabilization
was defined as no change occurring to any of the cluster
centers from one iteration to the next.

In the context of a P2P environment where peers may
join or leave, the full clustering procedure likely only needs
to be performed on occasion. In general, as new peers are
added to the system, the server communicates the current
cluster centers, and the peers organize their local data ac-
cordingly and transmit their local representatives. Since the
centralized server keeps a record of each peers’ represen-
tatives, as peers are added or dropped the server can up-
date the global medians accordingly and transmit those up-
dates only after sufficient change. Furthermore, since the
local representatives are each associated with a number of
samples, this information can be used by the central server
to decide which peer is most likely to have the closest re-
sponse for a given query. This approach of querying the
mostly likely peers first to reduce traffic is taken by several
P2P systems, including [10]. We leave as future work the
analysis of how often to update the cluster centers and of
the reduction of traffic by first querying more likely peers.

4 Image Similarity

The benefit of the described K-Median clustering algo-
rithm, is that any distance measure can be used, and the
clustering method can be considered a generic clustroid
based clustering method. While [7] restricted the demon-
strated application to using a Euclidean distance, this sec-
tion describes several distance measures between images.
The first still uses the global histogram. The second is a
region based approach, and the third is a combination ap-
proach using both the global histogram and region informa-
tion.

4.1 Global Histogram

The feature vector for each image consists of a global
histogram with 256 bins in the HSV (Hue, Saturation,
Value) color space. The 256 bins have 16 bins in the hue
component, 4 bins in the saturation component, and 4 bins
in the value component. This feature vector was chosen to
comply with the MPEG 7 specification of a color descriptor
[8, 15]. The distance between images was calculated as the
Euclidean distance between the histograms. This distance
is somewhat naı̈ve and better distance measures between
global histograms have been proposed in the literature.

4.2 Region Based

To first extract the regions, segmentation was performed
using online region growing [5]. Some parameters were set
to perform the segmentation in an aggressive way, meaning
many smaller regions were merged into larger regions. The
reason for doing this was two-fold: 1) to reduce the number
regions and thus reduce the computational complexity; and
2) reduce the chance of getting only a portion of an object,
say for example only a part of a tree.

Each image was thus represented by the regions com-
posing the image, and each region was represented by its
location within the image (centroid), its color, and its ec-
centricity. Due to computational complexity, the constraint
based region matching algorithm was applied only on the
first order features, rather than the entire set described in
[20]. Thus the weight estimation equation between regions
in different images was changed to the following,

Wij =
M∑

k=1

N∑
l=1

S1(ri, r
′
j)S1(rk, r′

l)

where r is a region in image 1, r′ is a region in image 2, and
S1(r, r′) is the similarity factor using first order features.
M is the set of all regions in image 1 and N is the set of all
regions in image 2.

Since the constraint based region matching returns a sim-
ilarity value between 0 and 1, the distance between two im-
ages, I and J , is: D(I, J) = 1 − Sim(I, J).

4.3 Combination

Since the test set of images consisted of digital pho-
tographs of primarily landscapes and large scenes, initial
tests of the region based distance noted that the overly ag-
gressive nature of the segmentation algorithm caused a loss
in variance and color distribution information within each
region. To compensate for this lost information, a combi-
nation approach is proposed here that uses both the global
histogram and the region information.
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To accomplish this, a similarity factor between global
histograms was computed as follows,

Hs(I1, I2) = exp

(
−‖ Hist(I1) − Hist(I2) ‖

2 · 2562

)
where I1 and I2 refer to the two images and the histograms
were calculated in the same manner as described in the
above subsection 4.1. Then, the image similarity was cal-
culated as,

Sim(I1, I2) = Hs(I1, I2) · S(R1, R2)

where S(R1, R2) is the similarity between the region sets of
the two images. Again, the distance between two images, I
and J , was calculated as: D(I, J) = 1 − Sim(I, J).

5 Image Clustering

As mentioned earlier, the target of this application is
to facilitate indexing and browsing of the image collection
over a distributed network. This section shows some of the
clustering results, as the first stage of this larger goal. De-
picted here are several set of images containing the cluster
center, and the closest images within a cluster to the clus-
ter center. Visualization techniques are not discussed here,
since the intent is simply to show how the clustering might
aid in reducing the problem size.

Originally, the images were clustered using global his-
tograms. The results of this were previously mentioned
in [7]. For the purposes of the discussion a couple of the
results are shown here. As with any image comparison
method, there are some instances where global histograms
were sufficient for summarizing the images, and other in-
stances where the summarization wasn’t sufficient. Fig-
ure 1 shows both of these instances; two cluster centers
and their nearest images within the cluster are shown. The
top row depicts a ‘SpringFlowers’ cluster for which the six
nearest images to the cluster center are fairly homogeneous.
The second row depicts an ‘Arborgreen’ cluster, for which
the nearest six images show less homogeneity, with several
‘Football’ images mixed in.

For the region based and combination methods, the test
set consisted of 963 color images, from the University of
Washington collection [http://www.cs.washington.edu/
research/imagedatabase/groundtruth/]. As a result of the
computational complexity induced by the region informa-
tion, this set of images is smaller than that used when test-
ing using only the histogram information. Images were dis-
tributed across 15 peers such that peers were experts, mean-
ing a peer had many instances of a specific topic, and each
peer contained varying numbers of images. Clustering was
performed with K = 20.

While some groups of images were clustered in a rea-
sonable way many clusters were quite poor when using just

the region information. Figure 2 shows three cluster centers
and the nearest 6 images within each cluster. The top row in
the figure depicts a cluster with the center image falling in
the category ‘San Juan’. While the images nearest the cen-
ter vary as to category, most fall in the description of ‘water
scene’ or ‘beach’. The other two clusters depicted illustrate
one of the problems experienced with the region based ap-
proach. Many of the clusters had highly variable content,
and this was a result of the aggressive nature of the region
segmentation algorithm.

The combined approach is an improvement over both
the individual global histogram approach and the constraint
based region method. Four cluster results are depicted in
Figure 3; on the left is the cluster center followed by the six
closest images within the cluster.

The ‘Football’ cluster partially depicted in the top row
had a total of 23 images all from ‘Football’ category within
the collection. The collection had a total of 48 football im-
ages, of which 25 to 30 could be considered ‘overview of
field’ scenes as opposed to cheerleaders, bands, or other
close up or side views. The cluster only contained one im-
age that was a side or close up view of the field, all the other
images were overview scenes.

The ‘Barcelona’ cluster only had nine images total, and
all were from the ‘Barcelona’ category of the collection.
While the ‘Barcelona’ category contained many images
only 13 of these were dark indoor scenes of a banquet and
stage or dinner show. The cluster captured 8 of these 13
images, and only one image in the cluster was an indoor
window scene instead of the banquet scene.

While the combined method performed well for most of
the clusters, there were still a couple clusters that were more
varied. The bottom row of Figure 3 depicts one such clus-
ter. While the cluster center was an image of Cambridge, 40
of the 43 images in the cluster were either from the ‘Cam-
bridge’ category or the ‘SwissMountain’ category. The two
primary categories were nearly equally represented. De-
spite this lack of homogeneity within the cluster, most of
the images containing snow in ‘SwissMountain’ category
were placed in this cluster. The ‘SwissMountain’ category
contained 27 images with snow (34 images total).

6 Conclusion

This paper presents a k-median clustering approach for
use in a distributed environment, such as a peer-to-peer
system. While the presented approach uses the Napster
model of a centralized coordinator and index, the cluster-
ing method could be extended to less centralized models by
deciding on a communication scheme.

While cluster initialization was not considered in this pa-
per, choosing cluster centers in a distributed environment is
perhaps one area that needs further consideration. Other

24



Figure 1. Global Histogram approach – Top row: SpringFlower; Bottom row: Arborgreen. Far left
image is cluster center.

Figure 2. Constraint Based Region approach – Top row: SanJuan; Middle row: Arborgreen; Bottom
row: Barcelona. Far left image of each row is cluster center.

Figure 3. Combined Histogram and Constraint Based Region approach – Top row: SanJuan; Upper
Middle row: Football; Lower Middle row: Barcelona; Bottom row: Cambridge. Far left image of each
row is cluster center.
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future work may include determining how often to commu-
nicate the local medians, and how often to update the global
medians. Other issues particular to peer-to-peer systems are
how to handle adding and dropping peers, and how many
peer changes can occur before it becomes necessary to re-
compute the global medians.

While a global histogram approach to comparing images
performs well in a number of cases (generally landscape), it
has known limitations. The difficulty with a region based
approach is the accuracy of the underlying segmentation
algorithm combined with the computational complexity of
comparing sets of regions. The proposed combined ap-
proach using both global histograms and region based com-
parison seemed to perform well. Future work may include
changes to the representation of each region and possible
binning of regions to reduce the computational complexity
when using region information.

While this paper focused on using the K-Median cluster-
ing for a variety of distance measures, applying the cluster
results is also important and future work will include de-
veloping a visualization system that takes advantage of the
clustered images to display a global overview. As has been
shown in non-distributed environments, displaying a global
overview by showing the relationships between representa-
tives can be an effective browsing tool.

References

[1] I. Blanquer, V. Hernndez, and F. Mas. A P2P platform for
sharing radiological images and diagnoses. In Proc. Med-
ical Image Computing and Computer Assisted Intervention
(MICCAI), Sept. 2004.

[2] I. S. Dhillon and D. S. Modha. A data clustering algorithm
on distributed memory multiprocessors. Large-Scale Par-
allel Data Mining, Lecture Notes in Artificial Intelligence,
1759:245–260, Mar. 2000.

[3] G. Fischer and A. Nurzenski. Towards scatter/gather brows-
ing in a hierarchical peer-to-peer network. In P2PIR’05:
Proceedings of the 2005 ACM workshop on Information re-
trieval in peer-to-peer networks, pages 25–32, New York,
NY, USA, 2005. ACM Press.

[4] I. King, C. H. Ng, and K. C. Sia. Distributed content-
based visual information retrieval system on peer-to-peer
networks. ACM Trans. Inf. Syst., 22(3):477–501, 2004.

[5] M. Li, I. K. Sethi, D. Li, and N. Dimitrova. Region growing
using online learning. In Proceeding of the International
Conference on Imaging Science, Systems, and Technology,
June 2003.

[6] E. Loisant, R. Saint-Paul, J. Martinez, G. Raschia, and
N. Mouaddib. Browsing clusters of similar images. In Actes
des 19e Journes Bases de Donnees Avancees (BDA’2003),
pages 109–128, Lyon, France, October 2003.

[7] A. Ma and I. K. Sethi. Distributed k-median clustering with
application to image clustering. In The 7th International
Workshop on Pattern Recognition in Information Systems
(PRIS-2007), June 2007.

[8] B. S. Manjunath, J.-R. Ohm, V. V. Vasudevan, and A. Ya-
mada. Color and texture descriptors. IEEE TRANSACTIONS
ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOL-
OGY, 11(6), June 2001.

[9] W. Müller, M. Eisenhardt, and A. Henrich. Scalable sum-
mary based retrieval in P2P networks. In CIKM ’05: Pro-
ceedings of the 14th ACM international conference on Infor-
mation and knowledge management, pages 586–593, New
York, NY, USA, 2005. ACM Press.

[10] W. Müller and A. Henrich. Fast retrieval of high-
dimensional feature vectors in P2P networks using compact
peer data summaries. In MIR ’03: Proceedings of the 5th
ACM SIGMM international workshop on Multimedia infor-
mation retrieval, pages 79–86, New York, NY, USA, 2003.
ACM Press.

[11] Y. Rui, T. Huang, and S. Chang. Image retrieval: Past,
present and future. In International Symposium on Multi-
media Information Processing, 1997.

[12] O. D. Sahin, A. Gulbeden, F. Emekci, D. Agrawal, and A. E.
Abbadi. PRISM: indexing multi-dimensional data in P2P
networks using reference vectors. In MULTIMEDIA ’05:
Proceedings of the 13th annual ACM international confer-
ence on Multimedia, pages 946–955, New York, NY, USA,
2005. ACM Press.

[13] I. K. Sethi and I. Coman. Image retrieval using heirarchical
self-organizing feature maps. Pattern Recognition Letters,
20:1337–1345, 1999.

[14] K. C. Sia. P2P information retrieval: A self-organizing
paradigm. Technical report, UCLA, 2002.

[15] T. Sikora. The mpeg-7 visual standard for content descrip-
tionan overview. IEEE TRANSACTIONS ON CIRCUITS
AND SYSTEMS FOR VIDEO TECHNOLOGY, 11(6), June
2001.

[16] A. Smeulders, M. Worring, S. Santini, A. Gupta, and R. Jain.
Content based image retrieval at the end of the early years.
IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, 22(11), December 2002.

[17] D. Stan and I. K. Sethi. eID: A system for exploration of
image databases. Information Processing and Management
Journal, 39/3, May 2003.

[18] C. Tang and S. Dwarkadas. Hybrid global-local indexing
for efficient peer-to-peer information retrieval. In In Pro-
ceedings of the Symposium on Networked Systems Design
and Implementation (NSDI), June 2004.

[19] C. Tang, Z. Xu, and S. Dwarkadas. Peer-to-peer information
retrieval using self-organizing semantic overlay networks.
In SIGCOMM ’03: Proceedings of the 2003 conference on
Applications, technologies, architectures, and protocols for
computer communications, pages 175–186, New York, NY,
USA, 2003. ACM Press.

[20] T. WANG, Y. RUI, and J.-G. SUN. Constraint based region
matching for image retrieval. International Journal of Com-
puter Vision, 56(1/2):37–45, 2004.

[21] Z. Yang. Interactive content-based image retrieval in the
peer-to-peer network using self-organizing maps. In HUT
T-110.551 Seminar on Internetworking, Apr. 2005.

26



Appropriate Cutting Segments of XML Elements for Multiple Keywords 
Queries 

Jeang-Kuo Chen*, Jen-Peng Hsu 
Department of Information Management, Chaoyang University of Technology 

jkchen@cyut.edu.tw, s9314630@cyut.edu.tw

Abstract

Keyword Search is an effective approach for most 
users to search information because they neither need to 
learn complex query languages nor need to understand 
the underlying structure of data. This paper proposes a 
method to abstract appropriate segments of XML 
elements for multiple keywords queries. The user only 
needs to input several related keywords without 
describing the hierarchical relationship among these 
keywords. From the associated DTD of an XML 
document, our method can abstract several logical XML 
element segments called ACS-D’s. These ACS-D’s then 
can be used to identify some practical XML element 
segments, called ACS-X’s, from the XML document. As 
a granularity of XML instance data, each ACS-X contains 
all inputted keywords and the hierarchy architecture of 
the keywords. Users can browse interesting information 
from the returned ACS-X’s in an appropriate range. 
Finally, we give two examples to illustrate how our 
method works. 
Keywords: XML, DTD, Granularity, Keyword search. 

1. Introduction 

Keyword search is a popular information discovery 
method because user can find out data without learning 
any query language or knowing the underlying structure 
of data. A general search engine in the internet can 
provide user to query data through inputting keywords to 
find out web pages while these keywords may have no 
relationship. Recently, the eXtensible Mark-up Language 
(XML) has become a popular medium for data exchange 
or storage. Therefore, keyword search on XML 
documents has become one of the important researches. 
To speed up query on large amount of data, one of the 
most efficient methods is to build a good index. A
well-constructed index allows a query bypass the need of 
scanning the entire data for results [9]. One of the 
difficulties for keyword search is how to determine the 
returned granularity of the results. The returned results of 
an XML document search may be the whole XML 
document or part of an element content [11]. If the 
returned granularity is too small, then the data may be 
insufficient to the user. An example is illustrated as 
follows. Suppose that the user inputs a keyword 
“Dazhong” to query an XML document, as shown in 
Figure 1. Two “publisher” elements can be found since 
their contents include the string “Dazhong”. If only the 
two “publisher” elements and their contents are returned, 

as shown in the solid line frames of Figure 1, the user 
cannot identify the two “publisher” elements whether 
they are the publishers of magazine or book. If the 
returned granularity is too large, it may contain too much 
redundant data. Suppose that the user inputs two 
keywords “Wireless Network” and “John Wu” to query 
the data and requests the returned results having to 
include the two keywords. The returned results may be 
the root element “library” and its all sub-elements, as 
shown in the dotted line frame of Figure 1. The user is 
hard to find the interesting data in such a big range. 
Therefore, it is worth to study how to determine the 
appropriate granularity of search results. 

Figure 1. An XML document. 

The motivation of this paper is to propose an 
approach to abstract an appropriate granularity for data 
query of multiple keywords in XML documents. The user 
only has to input several keywords to query data without 
describing the hierarchy among the keywords. Suppose 
that the keywords must appear in the contents of XML 
elements. From the associated DTD of an XML document, 
we can abstract several logical, tree-like XML element 
segments, called ACS-D’s (Appropriate Cutting Segment 
of DTD). These ACS-D’s can be used to identify some 
practical, tree-like XML element segments, called
ACS-X’s (Appropriate Cutting Segment of XML) from 
the XML document. As a granularity of XML instance 
data, each ACS-X contains all inputted keywords and the 
hierarchy of the keywords. Users can browse interesting 
information from the returned ACS-X’s in an appropriate 
range. DTD or XML Schema can be used to produce 
ACS-D. Here we choose DTD because the structure of 
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DTD is easier to analyze than that of XML Schema. The 
name of an ACS-D root node may repeat. For example, 
the string “year” repeats at the root nodes of two different 
ACS-D’s at the same level in the Figure 6. To solve the 
problem, we add two extra data items to the information
of each ACS-D. One is the level value of each ACS-D 
root node. The other is the order value (from left to right) 
of the ACS-D root node among the siblings of the same 
level. To enrich the query result, we also consider that the 
XML element of complexity type may contain keywords. 
Thus, a special ACS-D is considered to have child nodes 
that are all complexity types rather than simple types. Our 
contributions are described as follows. First, we propose 
two algorithms and two ACS prototypes to abstract 
appropriate segments from XML documents. Second, our 
method excludes the problem of tag name repetition in 
DTD or XML Schema. Third, our method enriches the 
query result because not only the data in the contents of 
simple elements can be found, but also that of complexity 
elements can be found. 

The remaining part of this paper is organized as 
follows. In section 2, we describe briefly the related work 
about XML keyword search. In section 3, we introduce 
the method of multiple keywords searching. In section 4, 
two examples are illustrated to show how our method 
works. Finally, we have a conclusion in section 5.

2. Previous Work 

At present, there are two subjects for the research of
XML keyword search. One is to add keyword search 
function to XML query languages, such as XML-QL, to 
facilitate data query [4,5,10]. The advantage of this way is 
increasing the accuracy of the search result while the 
defect is that the query syntax of XML query language is 
too complex to use for general users. The other subject is 
utilizing the characteristics of the XML document to 
perform keyword search [1,2,3,6,7,8,11,12]. Paper [3] 
designed a semantic search engine to search XML 
document data. This search engine has a simple query 
language suitable for general users and it returns 
semantically related document fragments that satisfy the 
user’s query. XRANK system [6] can query XML and 
HTML documents and its DIL algorithm can find out all 
minimum elements containing all the keywords. Papers 
[1,2,7,8] provide the user to search data by inputting 
keywords on relational databases. In paper [2], a database 
is regarded as a graph of objects with edges representing 
relationships between the objects. Paper [8] designed the 
XKeyword System which is the extension of keyword 
search function in paper [7]. The XKeyword system can 
provide efficient keyword proximity queries on large 
XML graph databases. The ILE algorithm [12] can search 
for all the SLCAs (Smallest Lowest Common Ancestor) 
in an XML tree. The returned result is a set of minimum 
trees containing all keywords. There are two defects in 
[12]. First, the granularity of the returned result is large 
enough to contain much irrelevant data. Second, data may 
lose because some smallest trees are deleted accidently
[11].  

All the above mentioned researches of the second 
subject have certain contributions. However, the returned 

data is either too less or too much. In order to solve the 
problem of returned granularity, paper [11] proposed the 
concept of minimal information unit (MIU). When all 
keywords appear in any element content of an MIU, this 
MIU is regarded as a unit to return for user's reference. If 
keywords appear in different element contents of different 
MIU’s, an ancestor-descendant relationship among these 
MIU’s is checked whether the relationship exists or not. If 
existence, the involved MIU’s are returned as a 
granularity to the user. The method [11] has some 
restrictions. First, it can apply to an XML Schema, but 
cannot apply to a DTD. Second, it uses the upper and 
lower limits of element occurrences in XML Schema to 
identify MIU’s. If the numbers of element occurrences are 
too close to identify which one is dominant, the MIU is 
unable to be created.

3. The description of searching method  
3.1. Structure of ACS 

First we must define an appropriate granularity for 
returned data, called ACS (Appropriate Cutting Segment). 
The creation of ACS is described as follows. DTD or 
XML Schema can be used to produce ACS. DTD is 
selected because DTD structure is easier to analyze than 
XML Schema structure. Like the concept of MIU [11], an 
ACS is a certain element segment abstracted from a DTD. 
The structure of an ACS is an m-way tree with tree height 
2. The abstraction of ACS depends on the type declaration 
of element in DTD. There are two prototypes of ACS. 
The first prototype is a general type with a non-leaf root 
and several leaf child nodes. For example, the subtrees 
circled by the dotted lines in Figure 2. The element 
corresponding to the root is a complexity type while that 
to the child node is a simple type. The second prototype is 
a special type with a non-leaf root and several non-leaf 
child nodes. For example, the subtree circled by a solid 
line in Figure 2. The elements corresponding to the root 
or the child nodes are all complexity types and the 
element corresponding to the root has no any simple-type 
sub-elements. The special type is considered to avoid 
losing data because keywords may all fall on 
complexity-type elements. 

Figure 2. Two prototypes of ACS. 

In addition to abstract ACS from DTD, we also need 
to abstract ACS from XML documents because real data 
exists in XML documents. This can be performed by 
using an ACS from DTD to match out several related 
ACS’s from XML document. In order to distinguish an 
ACS derived from DTD or XML document, we call the 
former to be ACS-D and the latter to be ACS-X, 
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respectively. 

3.2. Production of ACS 

First we abstract several ACS-D’s from a DTD that 
associates with the XML document. Delete some 
ACS-D’s which do not logically contain all the inputted 
keywords. Then each ACS-D is used to match out several 
ACS-X’s from the XML document. Likewise, some 
ACS-X’s are deleted if they do not practically contain all 
the keywords. Three data structures are used to produce 
ACS-D. (1)TD is an m-way tree derived from the DTD. 
The format of a node in TD is (tag_name, ptr). The field 
tag_name is a tag name of an element. The field ptr is a 
pointer to a TD node. (2)Q is a queue used to save each 
node in TD for breadth-first search. (3)MD is a 2D matrix 
for saving the original ACS-D’s derived from DTD. Each 
row of MD represents the information of a certain ACS-D. 
The schema of MD is (LevelNo, SeqNo, rt, ct1, ct2, …, 
ctm). The field LevelNo denotes the level number, 
monotonous increment from 1, of an ACS-D root, say, R. 
LevelNo is used to ignore some data to speed up search. 
The field SeqNo denotes R’s order number, from left to 
right, of the nodes at the same level LevelNo. SeqNo is 
used to identify two nodes at the same level to have the 
same tag name. The field rt denotes the tag name of R. 
The other fields cti (1 i m) denote the tag names of an 
ACS-D child nodes. The following steps describe the 
process of ACS-D creation. Nodes in TD are visited by 
breadth-first way. 
Step1: Add the root node of TD to Q. 
Step2: If Q is empty, then stop. 
Step3: Take out the first node P from Q; if P is a leaf node, 
then go to Step2. 
Step4: Add all child nodes of P to Q from left to right. 
Step5: If P has one or more leaf child nodes C, then P and 
C form an ACS-D tree structure; Add one row to MD to 
represent the ACS-D and go to Step2. 
Step6 If P’s child nodes are all non-leaf nodes, then P and 
C form an ACS-D tree structure; Add one row to MD to 
represent the ACS-D and go to Step2. 

3.3. Multiple keywords searching 

Given n keywords, k1, k2, ..., kn, the following two 
kinds of ACS-X should be found and returned to the user. 
(1)All keywords exist in the same or several sibling nodes. 
As shown in Figure 3(a), each ki (1 i n) may exist in a 
certain or several sibling nodes Cj (1 j m). (2)One 
keyword ki exists in the parent node while the other 
keywords kj (1 i, j n, j i) exist in the same or several 
sibling nodes. As shown in Figure 3(b), ki exists in P node 
and the others kj exist in a certain or several sibling nodes 
Cl (1 l m). 

Figure 3. Two kinds of ACS-X. 

An index tree TX is built in advance to dynamically 
access XML element data. The schema of TX node is 
(tag_ptr, ele_content_ptr, child_ptr_list). The field tag_ptr 
is a pointer to point to the tag name of an XML element. 
The field ele_content_ptr is a pointer to point to the 
content of an XML element. The field child_ptr_list is a 
pointer array to point to child nodes. A 2D matrix MK

(LevelNo, SeqNo, rt, ck1, ck2, …, ckn) is used to record 
which ACS-D’s include which keywords. The functions 
of the first three fields are the same as those of MD. The 
other fields cki (1 i n) represent the keyword ki

appearing in the ACS-D. The process of finding out 
ACS-X in the XML document is described as follows. 
Step1 For each keyword ki, find the nodes mi which 
includes ki from TX; Take out the tag names gi of mi to 
find out the corresponding ACS-D’s Di in MD; Add the 
LevelNo, SeqNo, and rt values of Di and ki into MK.
Step2 After all keywords are handled, delete some 
ACS-D’s from MK that do not contain all keywords. 
Step3 Use the rows in MK to find out the corresponding 
ACS-D’s from MD.
Step4 Use these ACS-D’s to find out the corresponding 
ACS-X’s from TX and filter some ACS-X’s which do not 
contain all the keywords; Finally, return all the remaining 
ACS-X’s. 

4. Example Demonstration 

Two examples are illustrated to explain the process 
of multiple keywords search in an XML document. 
Figures 4(a)-(d) show an XML document, the related 
DTD, and their corresponding logically tree structures, 
respectively. The XML/DTD tree structure will substitute 
the original XML/DTD document hereafter for example 
explanation. 

The index tree TX for the XML document is shown in 
Figure 5. The tree structure TD of DTD is shown in Figure 
6 where the nodes circled by a dotted line denote an 
ACS-D. The abstraction of ACS-D is described as follows. 
Traverse TD with the way of breadth-first search. First, 
visit the root node “bookstore” at level one. Because 
“bookstore” is a non-leaf node and its child node 
“category” is also a non-leaf node, both nodes form an 
ACS-D and one row (‘1’, ‘1’, “bookstore”, “category”) 
for the ACS-D is added into MD. Then visit the node 
“category” at level two. The node “category” is a non-leaf 
node and its child nodes “book” and “magazine” are also 
non-leaf nodes. Another ACS-D is abstracted and a row 
(‘2’, ‘1’, “category”, “book”, “magazine”) is added into 
MD. The nodes in levels 3, 4, and 5 are checked with the 
same way. The final results of ACS-D are shown in 
Figure 7. Note that the two nodes at level 4 have the same 
name “year” in TD. The SeqNo value can be used to 
distinguish the two different nodes. 

The first example illustrates the case of all the 
keywords appearing in the contents of some simple 
elements. Assume that three keywords “XML”, “David”, 
and “Jingtong” are inputted to query data. First, find, 
from TX, the nodes that contain “XML” and the answer is 
“bookname” as shown in Figure 5 (marked by a solid 
underline in subtree S). From MD, find the ACS-D’s that 
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contain the tag name “bookname”. The ACS-D in the 7th
row of MD is found. The information of the ACS-D root 
node and the keyword “XML” are recorded as the first 
row (‘5’, ‘1’, “book”, “XML”) into MK. Next, find the 
nodes that contain the keyword “David” and the answer is 
“author” as shown in Figure 5 (marked by two solid 
underlines in subtrees S and U). From MD, find the 
ACS-D’s that contain the tag name “author”. The ACS-D 
in the 7th row of MD is found. The fact that ACS-D rooted 
at “book” contains keyword “David” must be appended 
into MK. Therefore, the first row of MK is changed to be 
(‘5’, ‘1’, ”book”, “XML”, “David”). Finally, find the 
nodes that contain the keyword “Jingtong” and the 
answer is “publisher” as shown in Figure 5 (marked by 
two solid underlines in subtrees S and T). From MD, find 
the ACS-D’s that contain the tag name “publisher”. Two 
ACS-D’s in the 7th and 8th rows of MD are found. For the 
first found ACS-D, the first row of MK is changed to (‘5’, 
‘1’, ”book”, “XML”, “David”, “Jingtong”). For the 
second found ACS-D, a new row (‘5’, ‘2’, ”magazine”, 
“Jingtong”) is added into MK. MK is checked when all the 
keywords are processed. The second row must be deleted 
since it does not contain all the keywords. The final MK is 
shown in Figure 8. The data LevelNo (5) + SeqNo (1) + rt 
(”book”) in MK is used to find the complete ACS-D, the 
7th row rather than the 3rd row, from MD. With the data 
of the complete ACS-D, we can search TX, beginning 
from level 5, to quickly find the corresponding ACS-X’s. 
The results, two ACS-X’s S, U, and their corresponding 
XML logical trees, are shown in Figures 9 and 10, 
respectively. The ACS-X U will be discarded because it 
does not contain keywords “XML” and “Jingtong” as 
shown in Figure 10. Finally, the XML element 
corresponding to the ACS-X S is returned to user as 
shown in Figure 11. 

The second example shows the case of all keywords 
appearing in the contents of some complexity elements. 
Assume that two keywords “Computer” and “Language” 
are inputted. First, find, from TX, the nodes that contain 
“Computer”. The result is “category” as shown in Figure 
5 (marked by a dotted underline in the first node at level 
2). From MD, find the ACS-D’s that contain the tag name 
“category”. The ACS-D’s in the 1st and 2nd rows of MD

are found. For the first found ACS-D, a new row (‘1’, ‘1’, 
“bookstore”, “Computer”) is added into MK as the first 
row. For the second found ACS-D, a new row (‘2’, ‘1’, 
“category”, “Computer”) is added into MK as the second 
row. Next, find the nodes that contain the keyword 
“Language”. The result is “category” as shown in Figure 
5 (marked by a dotted underline in the second node at 
level 2). From MD, find the ACS-D’s that contain the tag 
name “category”. Again, the ACS-D’s in the 1st and 2nd 
rows of MD are found. Therefore, the first and second 
rows in MK are changed to (‘1’, ‘1’, “bookstore”, 
“Computer”, “Language”) and (‘2’, ‘1’, “category”, 
“Computer”, “Language”), respectively. Since the two 
rows in MK contain all keywords “Computer” and 
“Language”, the final MK is shown in Figure 12. The data 
LevelNo (1) + SeqNo (1) + rt (“bookstore”) and LevelNo 
(2) + SeqNo (1) + rt (“category”) in MK are used to find 
the complete ACS-D’s, the 1st and 2nd rows, from MD.
With the two complete ACS-D’s, we can search TX to find 

the corresponding ACS-X’s. The ACS-D “bookstore” can 
be used to find an ACS-X while the ACS-D “category” 
can be used to find two ACS-X’s. The three ACS-X’s, A, 
B, C, and their corresponding XML logical trees are 
shown in Figures 13 and 14, respectively. The ACS-X’s B 
and C will be discarded because they do not contain all 
the keywords “Computer” or “Language” as shown in 
Figure 14. Finally, the XML element corresponding to 
ACS-X A is returned to user as shown in Figure 15. 

5. Conclusions 

In this paper, we propose a method to abstract 
suitable element segments from an XML document as 
returned granularity for multiple keywords query. Our 
method has several advantages as follows. First, the user 
just only inputs the keywords without describing the 
hierarchical relationship among these keywords. Our 
method can automatically construct the hierarchy 
architecture of the keywords when the returned 
granularity is abstracted. Second, our method can be 
applied to both DTD or XML Schema. Therefore, our 
method still can be used to query the XML document that 
has only an associated XML Schema. Third, our method 
enriches the query result because not only the data in the 
contents of simple elements can be found, but also that of 
complexity elements can be found. 
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<bookstore>
        <category>Computer

 <book>
      <year>2005
      <book>
            <bookname>Java and XML</bookname>
            <author>David</author>
            <publisher>Jingtong</publisher>

</book>
...

      </year>
      ...
 </book>
 <magazine>
      <year>2006

<magazine>
      <magazinename>Wireless Network</magazinename>

                  <editor>Bill</editor>
                  <publisher>Jingtong</publisher>

</magazine>
...

      </year>
      ...
 </magazine>

        </category>
        <category>Language

 <book>
      <year>2006        

<book>
            <bookname>Studying Engilish</bookname>
                  <author>David</author>
                  <publisher>Daqian</publisher>

</book>

      </year>
      

             </book>
 <magazine>
      <year>2007    
   <magazine>

                               <magazinename>Easy Speak English</magazinename>
                   <editor>Mary</editor>
                   <publisher>Tomorrow</publisher>

</magazine>
...

      </year>
      ...
 </magazine>

        </category>
         ...
</bookstore>

 Figure 4(a). An XML document. 

Figure 4(b). An XML tree structure. 

<!DOCTYPE bookstore [
<!ELEMENT bookstore (category+)>
<!ELEMENT category (#PCDATA|book|magazine)*>
<!ELEMENT book ANY>
<!ELEMENT magazine ANY>
<!ELEMENT year ANY>
<!ELEMENT bookname (#PCDATA)>
<!ELEMENT author (#PCDATA)>
<!ELEMENT publisher (#PCDATA)>
<!ELEMENT magazinename (#PCDATA)>
<!ELEMENT editor (#PCDATA)>
]>

Figure 4(c). A DTD document. 

book

bookstore

category

year

book

bookname author publisher magazinename editor publisher

magazine

year

magazine

Figure 4(d). A DTD tree structure. 
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Figure 5. An XML index tree TX.

book

bookstore

book

year year

magazine

editor

Null

publisher

Null

magazinename

Null

author

Null

bookname

Null

publisher

Null

magazine

category

Figure 6. TD of DTD. 

Figure 7. The ACS-D information in MD.

Figure 8. Final result of MK.

Figure 9. Two ACS-X’s found in TX.

book

bookname author publisher

Java and 
XML

David Jingtong

book

bookname author publisher

Studying 
English

DaqianDavid

Figure 10. Two XML logical trees corresponding to S 
and U. 

Figure 11. Final returned result. 

Figure 12. Final result of MK.

Figure 13. Three ACS-X’s found in TX.

Figure 14. Three XML logical trees corresponding to 
three ACS-X’s. 

Figure 15. Final returned result. 
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Abstract

Management of time-series data is indispensable for 
future computing. In fact, lifelong is a keyword towards 
realization of high-quality health and social services in 
the coming years. We have therefore researched 
spiral-based information visualization for years. This 
paper presents several extensions of our previous 
spiral-based visualization. A new visualization scheme 
which visualizes both fluctuations of event occurrences 
and data values is proposed. In addition, the system 
provides a competence of mining a given data set for 
valuable features. Integration of spiral-based 
visualization and data mining helps the user to find 
interesting periodic and/or cyclic patterns in time-series 
data. 

1. Introduction 

Various sensors are available nowadays. They are 
connected and organize a sensor network which works to 
capture the information of an environment the user is 
situated, resulting in the realization of sophisticated and 
situated interaction between the user and the computing 
system. For example, it becomes possible the system turns 
the cellphone ring tone off by knowing that a meeting is 
going to start.  

It is noted here the information from such sensors is a 
sequence of observations which are ordered in time. Of 
course, there exist a more variety of time-series data in, 
for example, finance, sales, industry, agriculture, health, 
physics, and meteorology [1]. 

Researchers have tackled for long years to have a deep 
understanding of time-series data [2]. One of the attractive 
features is a trend, where most attention has been paid to 
the underlying direction (an upward or downward 
tendency) and rate of change. In this paper, we focus on 
cyclic patterns which are another interesting feature and 

specific to time as we spend our time in a daily, weekly 
and monthly manner.  

Statistical analysis and data mining techniques have 
been applied widely to get finding of cyclic features. They 
work effectively in such applications where the size of 
data is huge. However, capabilities of the existing 
techniques are still limited. We as human beings have 
better performance in finding meaningful patterns 
observed in time-series data under the situation that such 
data are presented in a sophisticated form. It would be 
reasonable to build a computing environment where the 
user taking a pattern cognition role and the system taking 
a data analysis role work together to see the good in 
others. 

In this paper, we propose a visualization system for 
exploring time-series data with a capacity of mining them 
for valuable features. First, we extend the idea of 
spiral-based visualization we presented in [3] to enable the 
user to see both fluctuations of event occurrences and data 
values. A form of spiral staircases is adopted in this 
visualization scheme, where the interval of spiral circles 
changes depending on the period of event occurrences. 
Next, to cope with a large data set, a data mining 
technique is introduced. Possible trends and patterns in 
time-series data are extracted by the system. The user is 
freed from paying attention to all the data.  

The rest of the paper is organized as follows. In 
Chapter 2, we refer to several related works as well as our 
previous work which gives a basis of this study. Chapter 3 
discusses a basic idea of the proposed spiral-based 
visualization. Interactive functions provided in the system 
are also described. Chapter 4 concerns data mining 
facilities implemented in the system. Application of the 
system to dialysis treatments domain is presented in 
Chapter 5. Finally, in Chapter 6, we conclude the paper. 

2. Visualizing Time-Series Data 

2.1 Related work 
Visualization of time-series data has been explored for 

a long time. The most traditional visualization techniques 
include sequential charts, point charts, bar charts, line 
graphs, and circle graphs.  

_____________________________________________
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Other modern techniques for visualizing dynamic 
visual patterns over time include information flocking 
boids [4], illustration-inspired techniques such as 
speedlines, flowribbons and strobe silhouettes [5], and 
animated 3D models [6]. However, all these approaches 
are focused on serial trends as handled in traditional 
visualization schemes.  

Little study has been done for exploring periodic data, 
even though the periodicity is an important feature in our 
living. In [7], [8] a planar spiral, which is the path of a 
point in a plane moving around a central point while 
continually receding from or approaching it, is applied for 
visualization of a periodic structure in time-series data.  

Here it is noted there are two types of periodic data [7]. 
One is pure serial periodic data having a single, continual 
dimension in which each period has equal duration. The 
other is event-anchored serial periodic data. 
Event-anchored data has periods with different durations, 
and the start of a new period is indicated by an event.  

While trials in [7] and [8] are designed for pure serial 
periodic data, we are interested in event-anchored periodic 
data and have investigated so far, as explained in the 
following subsection. 

2.2 Our previous work 
We have developed a spiral-based visualization system 

[3]. It depicts periodic features in time-series data by two 
visualization expressions: a planar spiral and a helix spiral. 
The helix spiral is a coil formed by a wire around a tube. 
Although these two spirals are conceptually described as 
distinct objects, they can be presented as two different 
views of a single object. Specifically, the top view of a 
helix spiral presents its planar spiral. 

Multiple spirals with colored square icons which 
represent events can be displayed in one window, as 
shown in Fig. 1. Linear views are given in the figure, as 
well as the planar and helix spiral views. 

Figure 1  Multiple views of time-series data 

A distinguished idea of our previous work is the 
capability of visualizing non-uniform periodic patterns. 

Specifically, the target events (i.e., icons) satisfying a 
certain condition can be aligned by properly adjusting the 
radius of each lap, as shown in Fig. 2. If the radius is short, 
it means the corresponding events occur frequently, and 
vice versa. As seen, this non-uniform spiral expression 
helps the user to find unique temporal patterns. 

Figure 2  Non-uniform spiral 

3. Extended Spiral-based Visualization 

3.1 Basic idea 
In the previous work, we focused on event occurrences 

since our main interests laid in periodic and cyclic 
patterns. Limited visual attributes (for example, color and 
shape of icons) are assumed for representation of other 
data properties. While this schema works properly, we 
were asked whether quantitative data can be presented as 
bars on a spiral or any other expressions. It would not be 
impossible to attach bars or protrusion, like in a 3D map, 
on the spiral. But, we were afraid that such extension 
disturbs the visibility of spirals, and decided to modify the 
visual schema. 

Our proposal here is that the time dimension is 
presented by a time trunk. The time trunk grows vertically 
as time goes. Data elements are represented in a form of 
bars which encircle the time trunk. Their values 
correspond to the length of bars. Ideally, the shape is like 
a spiral staircase. 

Figure 3 shows an example of the proposed 
visualization. The time trunk is the one which is placed in 
the center. Timeline is represented by a black line which 
winds around the time trunk.  Events are expressed by 
icons. Here an event may last for a certain period. To 
make this visible, a line indicating the time duration is 
placed on the time trunk.  

Like the previous work, the events satisfying a 
specified condition can be aligned. Vertical intervals are 
adjusted properly to meet constraints, resulting in the 
non-uniform winding of timeline, as shown in Fig. 4. The 
timeline is tightly winded when the associated events 
happen with a short interval, and vice versa. The time 
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trunk is colored for assistance depending on the time 
interval, that is, how often events occur. Red is for short 
interval, while blue for long interval. Meanwhile, in this 
figure, interpolation is applied for the given data elements 
to help the user recognize the change of values.  

Figure 3  Basic representation 

Figure 4  Alignment of certain event icons 

The visualization example in Fig. 4 can be read as a 
short interval follows a long interval and their 
combination happens repeatedly. The user may wonder 
what the meaning of the combination is and check values 

at the boundaries to see whether there are any significant 
features. Actual application of the system to a medical 
domain will be explained in Section 5. 

3.2 Visual options 
The system provides several interactive facilities for 

helping the user to explore the given data, as listed below. 
1) Change of views: A pseudo-planar view and a linear 
view of the spiral can be presented as well as a helix view, 
as shown in Fig. 5.  

Though the pseudo-planar view corresponds to a cross 
section of the helix spiral and thus doesn’t show all the 
data elements, the user can move the view forward and 
backward interactively.  

Meanwhile, the linear view is interpreted as a stretch 
version of the spiral. A blue lane on the left corresponds to 
the time trunk (timeline). Data elements are presented on 
its right. Those elements may have an upper part value 
and a lower part value like the systolic and diastolic blood 
pressures. The linear view is suitable for the observation 
of a change of data values locally and comparison among 
multiple data sets 

Figure 5  Pseudo-planar and linear views 

2) Display of normal values/range: For a given data set, 
a normal value/range may be defined. Recommended 
blood pressure level is an example. The system can 

time trunk 

data bartime  
axis 

event 
icon 

duration 
line

timeline
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present the normal value/range to help the user identify 
whether data values are good or not.
3) Multiple spiral display: The user would like to 
compare multiple spirals to see differences among them. 
The system allows the user to present multiple spirals at 
once. Further, the user is allowed to move their position 
up/down separately and overlap a spiral onto another. 
4) 3D projection: In the visualization process, 3D 
coordinate values of a spiral are projected onto a 2D plane. 
The system adopts two transformations for this: parallel 
transformation and perspective transformation. Figure 6 
shows an example of perspective transformation view, 
while the images in Figs. 3 and 4 are of parallel 
transformation. 

There is a fact that perspective makes visual elements 
far away seem small. This may cause a trouble in 
comparing data elements. Therefore we adopt the parallel 
transformation as a default. Meanwhile, as you see in Fig. 
6, perspective transformation overstates a change in data 
values and is good for evaluation sometimes. 

Figure 6  Examples of perspective transformation view 

4. Assisting Pattern Discovery 

Because of the fact that a time-series dataset contains a 
huge number of data objects in general, it is not practical 
to ask the user take a full responsibility for exploring all 
the data and identifying trends/patterns manually, even 
though a powerful and sophisticated visualization tool is 
available. We therefore implement a mechanism to extract 
underlying features and help the user to find meaningful 
trends and patterns with less effort.  

Knowledge discovery with sophisticated interactive 
visualization is promising especially in such an 
environment that patients are responsible for managing 
their own health condition. Here temporal abstraction is a 
well-known technique in knowledge discovery or data 
mining, where time-series data are converted into a set of 
interval-based patterns [9]. 

One issue in realizing temporal abstraction is to decide 
time periods for pattern identification. Here it is not 
reasonable to decide time periods in advance. The system 
should rather provide a mechanism for allowing the user 
to control them on demand. Further, it is expected that 
each time period for pattern identification can differ since 
our behavior or physical condition, for example, is not 
stable and varies time by time. 

According to this observation, we provide a 
mechanism of time period adjustment. The user first 
specifies a lower limit Tl and an upper limit Tu of time 
periods. The system repeats to have a time period 
lengthened from its minimum time period Tl by adding a 
certain time unit as long as its pattern (explained below) 
stays in the initial one.  

For example, in Fig. 7, assume that ts is the starting 
point and the initial pattern organized by the time period 
Tl is P1. If the pattern changes from P1 to another in the 
case when the time point exceeds tp, the time period in this 
trial is determined to Tp.

Figure 7  Adjustment of time periods 

Next, for identification of patterns, we refer to the 
temporal abstraction primitives in [9] and define the 
following ones. Table 1 summarizes possible 32 
abstraction patterns in reference to these primitives. 

ts            tl    tp            tu

Tp

Tl
Tu
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State primitives: normal (N), low (L), and high (H) 
Trend primitives: stable (S), increasing (I), and 
decreasing (D) 
Peak primitives: peaks occurred (PF) 

Table 1  Abstraction patterns 

Pattern # pattern Pattern # pattern 
1 H & I 17 N -> L -> N 
2 H & S 18 L -> N -> H 
3 H & D 19 L -> N -> L 
4 N & I 20 (H -> N) & I 
5 N & S 21 (H -> N) & S 
6 N & D 22 (H -> N) & D 
7 L & I 23 (N -> L) & I 
8 L & S 24 (N -> L) & S 
9 L & D 25 (N -> L) & D 
10 H -> N 26 (H -> N -> L) & I 
11 N -> H 27 (H -> N -> L) & S
12 N -> L 28 (H -> N -> L) & D
13 L -> N 29 H & PF=N 
14 H -> N -> H 30 N & PF=H 
15 H -> N -> L 31 N & PF=L 
16 N -> H -> N 32 L & PF=N 

In addition, we prepare the following nine patterns 
based on min-max positions (see Fig. 8). The user can 
choose any pattern in Table 1 or Fig. 8, depending on what 
features the user is interested in. 

Figure 8  Patterns based on min-max positions 

According to the pattern specified by the user, the 
system highlights the periods where the specified 
condition meets. Here it is allowed for the user to specify 
a series of patterns to be satisfied. 

5. Application Scenario 

We have applied the proposed visualization system for 
the analysis of data in dialysis patients. Here we focus on 
the relationship between blood pressure and feeling bad, 
since it is the most concerned issue in that domain. The 
following are some of the observations we have obtained 
through experiments. 

Figure 9 shows a result explaining how blood pressure 
of a patient in each day changes. Green color belts tell the 
periods where the upper right pattern in Fig. 8 meets, that 
is, blood pressure goes down after a peak value. Mostly, 
the patient felt bad at such periods.  

Figure 9  A spiral highlighting a relationship between 
blood pressure and physical condition 

Figure 10 gives another observation which is obtained 
by applying temporal abstraction pattern 3 in Table 1. 
Highlights in green color, which correspond to this pattern, 
present that blood pressure (systolic) at the starting point 
is higher than a certain threshold and then gradually goes 
down along the treatment. The patient rarely feels bad in 
such case, while there are high possibilities of having 
trouble in other cases. Labels indicating the abstraction 
patterns are placed next to the time trunk for reference. 

The experiments we have done so far are still in a 
preliminary level, and their feasibility must be checked 
carefully under the supervision of medical doctors.  
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Figure 10  Result of applying the temporal abstraction 
pattern 3 in Table 1 

6. Conclusion 

In this paper we proposed techniques of visualizing 
time-series data in a 3D spiral form, aiming at spotlighting 
periodic aspects of such data. Specially, the system 
enables the user to observe fluctuations of event 
occurrences with data value change. In addition, the 
system provides a capability of mining a given data set to 
find specific trends/patterns. Integration of the 
spiral-based visualization and data mining facility helps 
the user to recognize interesting patterns hidden in the 
large data set. Application of the system to dialysis 
treatment data was also presented to demonstrate the 
usefulness of the proposed ideas.  
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Abstract

Information retrieval has provided us powerful tools that

can be useful for text alignment. A new parallel text align-

ment algorithm is presented in this paper. Perhaps the most

relevant dimension lost in the film script is the real time

connection with the film itself. The proposed algorithm was

implemented in order to retrieve the subtitles time stamping

for each dialogue line. This provides detailed alignments

with the time signals that compose the film. Preliminary ex-

periences revealed that this algorithm presents very promis-

ing results.

1. Introduction

Several types of textual information are produced during

the process of films creation and commercialization. Be-

sides video and audio signal, many programs and film dis-

tributions include subtitles. Not matching exactly speech

transcription, as it would be done with an idealistic auto-

matic speech recognizer (ASR), these transcriptions are of-

ten done by a human transcriber, which main concern is

to keep the subtitle semantic value according to the avail-

able slot of time and visual space. Including subtitles serves

mainly as a suitable form of presenting language translation

or as a substitute of audio signal in any conditions where

audio is not available. These conditions includes problems

like availability of the audio signal, channel transmission,

listeners environment (i.e. noisy or bad sound propagation)

or the listener himself (i.e. deaf). On the other hand, if

for some reason access to visual information is not allowed,

translated subtitles could be used by a text to speech (TTS)

system.

Additional real-time information can also be useful to

overcome restrictions in visual or audio access. However,

∗This work was partially supported by FCT through the Large-Scale

Informatic Systems Laboratory and Centro de Investigação Operacional –

POCTI/ISFL/152.

most of this additional information is not time aligned with

the film itself. The film script is usually available as a sep-

arated text document which can be read apart from the film

visioning. The script is structured into scenes and includes

information from both dialogue and action. Dialogue lines

are usually very close from what can be found in subtitles,

being sometimes even closer to what was actually spoken in

the audio signal. Each dialogue line begins with the iden-

tification of the corresponding character, which is usually

unnecessary for the subtitles. Sometimes, a description of

character behavior (visual expression and type of speech,

etc.), for specific parts of discourse, is described between

dialogue lines. Action information includes scene and shots

identification, and several descriptions of the visual and au-

dio scenario as well as the position of the characters. Of-

ten camera directions as well as shot boundaries are also

included. Thus, character identification and its behavior

while speaking dialogue lines, together with action infor-

mation, can be a contribution from the script which is not

available in the film and its subtitles. There is no explicit

link between script and video, as the first one does not in-

clude quantitative time references. If time synchronization

is made possible between these several streams, extra infor-

mation can bring advantages in other usage contexts, as it

has been done with subtitles.

Two main types of applications are envisaged, that will

make use of the resulting aligned script. The first type will

rely on the audio as a substitute of video signal in any con-

ditions where video is not physically available. Similarly, as

it was mentioned for audio, these conditions include prob-

lems with the availability of video signal, channel transmis-

sion, environment of the viewer (i.e. driving) or the viewer

himself (i.e. blind). In such cases, information contained

in the script could be helpful if transmitted synchronously

with the use of TTS technology. The second type of ap-

plications aims to provide an integrated view of the pro-

cess of film production, namely about what was originally

in the mind of the scriptwriter. Current technology allows

to foresee alternative views of the script as well as other
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texts, namely the possibility to access these documents syn-

chronously with the visioning of the concerning film. The

integration and navigation of video and other media is the

central aspect in hypervideo, where video is not regarded as

a mere illustration, but can also be structured through links

defined by spatial and temporal dimensions [1].

The present work proposes an approach for automatic

alignment of film script with its video signal, producing

a synchronized script, and its integration in the visual do-

main together with extended browsing and querying facili-

ties over the film. This paper is organized as follows. Next

section summarizes previous related work. Section 3 de-

scribes the general approach for obtaining the time stamped

script and the methodology used for parallel text alignment,

focusing on the preprocessing of text pieces and on the

alignment algorithm. Preliminary experimental results are

given. Section 4 presents the tool developed for an enriched

visualization of video. Finally some conclusions and per-

spectives of future work are presented.

2. Retrieving Related Contents for Video

Several approaches have been published for aligning text

contents associated with video. A framework for aligning

and indexing movies with their scripts is proposed by Ron-

fard and Thuong [5]. They propose a grammar for the script

of a given movie. Structural entities, such as shots, scenes,

actions and dialogs are extracted. Subtitles are extracted

from the video stream using optical character recognition,

producing a stream of time-stamped short texts. The align-

ment is performed by searching for the longest increasing

subsequence of matched shots and subtitles. Besides subti-

tles and scripts, TV programs are sometimes transcribed for

documentation on web sites. Gibbon [2] proposes an ap-

proach to use this type of transcriptions aligned with the

video signal, to create improved hypermedia web pages

for those programs. The time alignment is found by do-

ing parallel text alignment of the transcripts with the subti-

tles of the same program. Gibbon refers difficulties arising

at many-to-one sentence mappings. Text alignment is first

done at the word level using a dynamic programming (DP)

procedure. In a second stage, an alignment at the sentence

level is searched for.

Aligning the script dialogues with closed captions is the

basis to address character/speaker identification in [7]. A

DP procedure finding the ”best path” across a similarity ma-

trix allows for defining an alignment at the word level. The

approach combines the text alignment with audio segmen-

tation to accomplish audio speaker identification.

Martone et. al. [4] propose the off-line generation of

closed captions by synchronizing program transcripts with

the texts (subtitles) produced by an ASR system. A DP

procedure similar to the one used by Gibbon [2] is ap-
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Figure 1. Aligning film with its script.

plied to perform text alignment at the word level. More

recently, Martone and Delp presented two systems based on

the alignment of program transcripts with ASR results [3].

One of them allows for locating speakers in news program,

while the other one generates DVD chapter titles using the

information of the closed captions.

3. Parallel Text Alignment

In this section an approach is proposed for obtaining the

time stamped script (TSS). The description of the global ap-

proach must consider two main blocks of information which

are represented in figure 1: time synchronized information

(video and subtitles); and the textual information structured

according to the time line but without any detailed anchors

to the real time of the movie (script). The arrows intent to

represent the above mentioned anchors. In the present work,

these time anchors are built exclusively between the subti-

tles and the dialogue lines. Also considering future align-

ments with texts with different time structures, a new text

alignment algorithm is proposed in this paper.

The process begins by the preprocessing of two texts in

order to obtain two streams of word sets: dialogs and sub-

titles. Then, the core alignment follows including two main

phases. In first phase, the algorithm computes a heuris-

tic assignment of subtitles to dialogs that maximizes the

global similarity. The second phase searches iteratively for

merging pairs of consecutive subtitles that produce local im-

provements. The last iteration occurs when no further im-

proving merge can be found. In the end, due to several rea-

sons explained in section 3.2, a small set of subtitles and

dialogue lines remain unassigned or out of expected time

order. A final post-processing phase (third phase) is used to

assign these subtitles with unassigned dialogue lines. Each

of these dialogue lines should be surrounded by already as-

signed dialogue lines that encompass the time order where
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function one2one assignment(st, dl, sim)
pairs ← sort(sim) {sort pairs (i,j) in decreasing order of sim[i,j]}
k ← 1
repeat

if is free?(st in pair(k)) ∧ is free?(dl in pair(k) ∧
sim[st in pair(k), dl in pair(k)] > α then

assigned[st in pair(k)] ← dl in pair(k)
k ← next k

until all pairs were analyzed
{k = m × n ∨ sim[st in pair(k), dl in pair(k)] ≤ α}
return assigned

main ()
Input st[1..m] {list of subtitles }
Input dl[1..n] {list of dialogs }
assigned[1..m] ← 0 {assignments of subtitles}
{first phase}
sim[1..m, 1..n] ← compute sim(st, dl) {matrix of similarities }
assigned ← one2one assignment(st, dl, sim)
{second phase}

repeat
improvement ← false
i ← 1
while i ≤ m ∧ ¬improvement do

max sim ← max{sim[k, assigned[k]], k = i, i + 1}
best s ← s : max sim = sim[s, assigned[s]], s = i, i + 1
merged s ← merge(st[i], st[i + 1])
if max sim < compute sim(merged s, assigned[best s])
then

st[i] ← merged s {merge two consecutive subtitles}
st ← remove subtitle(i + 1){update subtitles list}
sim ← update similarities(st, dl, i)
assigned ← one2one assignment(st, dl, sim)
improvement ← true

i ← next i
until ¬improvement

Figure 2. Core alignment procedure.

the concerned subtitle occurs. Finally, the resulting assign-

ment is used to link time codes to the dialogs in the script

providing the TSS.

3.1. Text Alignment Algorithm

Each dialog line and each subtitle is represented by a se-

quence of tokens. A token is defined here as a sequence of

alphanumeric characters occurring between spaces or punc-

tuation marks. A single token lexicon is build which will

allow to refer to every token with an unique index. De-

scriptions of an emotion to be expressed by the character

or a special setting of the scene, frequently appear as text

between parentheses in the script. These may occur within

and between dialog lines and are ignored in the alignment.

Thus, each subtitle or dialogue line can now be represented

by the respective set of indexes. As the vector space model

will be used, the order of the tokens is not considered, and

this set is represented in a vector with same size as the total

number of tokens in the lexicon. Accordingly, each element

of this vector contains the number of occurrences for a spe-

cific lexicon entry, weighed by its length.

Many to one assigning of subtitles to dialog lines must

be produced. The algorithm proposed here uses the similar-

ity measure of the vector space model [6] which has been

adopted by many applications in the information retrieval

area. Probably, the most relevant results were found in the

text retrieval area where the model proves to be relatively

language independent. One of the characteristics that can

be seen as a problem is the fact that this model does not

take into account the order of the tokens inside a document.

However this did not seem to compromise the success of

this model with such linear structures such as language.

A formal pseudo-code description of the core alignment

procedure is given in figure 2. The algorithm aligns two

lists: m sets of tokens from subtitles st[i] and n sets of

tokens from dialogue lines dl[j] – typically m > n. The

similarity of each subtitle with each dialog line is kept in a

m × n similarity matrix and is given by:

sim[i, j] =
st[i] · dl[j]

‖st[i]‖ ‖dl[j]‖ , (1)

where st[i] is the vector representing the i-th subtitle and

dl[j] is the vector representing the j-th dialog line.

The result of the core alignment procedure is the as-

signment of subtitles to dialogs given in a list denoted by

assigned, where assigned[i] contains the index of the di-

alog to which the i-th subtitle is assigned. Some subse-

quences of subtitles are eventually merged during the exe-

cution of the process and the current list st is updated ac-

cordingly.

In first stage, one-to-one assignment is performed by a

greedy heuristic. The matrix of similarities sim is com-

puted using equation (1). The values in this matrix are

ranked building a list of ordered pairs (subtitle, dialog)

sorted by decreasing order of the corresponding similarities.

Then, iteratively, assignments are made by looking first

for the pairs with higher similarity values. The matching is

done only if both elements of the pair were not previously

assigned and if their similarity value is greater than a given

threshold α. In that case, the assigned list is updated ac-

cordingly. This cycle continues until a pair with a similarity

value lower or equal to the threshold is found or all the pairs

have been analyzed.

The number of subtitles is usually greater than the num-

ber of dialogs and, consequently, many subtitles remain

unassigned by this algorithm. Considering a minimum

value of similarity to accomplish a matching also increases

the number of unassigned subtitles. Also, potentially, in the

result, two consecutive subtitles may be linked to two di-

alogs located apart.

On the other hand, the process described above does not

take into account the order of subtitles and dialogs in their

respective streams. Considering these order restrictions in

the time neighborhood of each subtitle, and to overcome the

above mentioned problems, an improvement phase is exe-

cuted. Iteratively, the algorithm searches for pairs of con-
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secutive subtitles that can be merged together leading to an

increased value of local similarity. This is done by going

through each subtitle i and evaluating the impact of merg-

ing it with its successor. The merging of two subtitles is

considered if it leads to a local improvement. In that case,

the list st is updated, replacing the two sets of tokens by

the concatenation of both into a single set. Finally, a sim-

ilarity matrix is updated for another one-to-one assignment

run. The whole process repeats until no eligible merges can

be found.

3.2. Preliminary Experimental Results

The approach has been tested with episodes of a series

produced by RTP1, one of the Portuguese major television

channels. The episodes have a duration of 45 minutes. The

script of each episode includes an average of 3500 words,

comprising an average number of 200 dialogue lines. The

average number of subtitles for each episode is around 300.

The algorithm presented above was coded in the C program-

ming language and preliminary experiences revealed very

promising results.

Figure 3 illustrates the evolution of the alignment be-

tween subtitles and dialogs during the execution of the al-

gorithm for a given episode. The first plot is the result of

the initial one-to-one assignment. Each point represents for

each subtitle, in the X axis, the dialog to which an align-

ment was obtained, in the Y axis. The second plot displays

the alignment at iteration 50 of the second phase. Most

of the subtitles analyzed in this second phase are now as-

signed. The third plot corresponds to the last merging iter-

ation (107). A few subtitles are still unassigned and a very

few were wrongly assigned. Two situations leading to non

assignment of subtitles were found. One relates with texts

that do not exist in the script as, for instance, the first 21

subtitles referring to a summary of the previous episodes as

well as a flashback to a specific scene in a previous episode

(164-170.) Also, it happened that a single word subtitle re-

inforced its predecessor, although absent in the script, as

for instance, in subtitles 274, 275 – ”Anda, vamos embora.”

(Come on, let’s go.); ”Vamos!”. The information about the

authoring of the adaptation and edition of the subtitles also

appeared at the end of the episode(297-299). Another situa-

tion concerned audio information that appeared transcribed

in subtitles, as these were conceived for deaf people (263-

270). The few false alignments, which occurred in less than

1% of the cases, were due to detached situations where the

subtitles editor included in the same subtitle speech from

different dialog lines. In these cases, the dialogs were very

short. Final alignment, found after post-processing is pre-

sented in the last plot. The outlier cases described above,

1Rádio Televisão Portuguesa.

although specific for this episode, are similar to those found

in other experiences.

4. Enriched narrative film player and browsing

This section describes how to play and browse the narra-

tive films integrating each of the pieces of information con-

tained in the TSS. These pieces can be useful after being

converted to the audio domain, specially in situations in

which vision can not be used (see section 1). The use of

the audio domain can be done with TTS systems. Audio

synthesized dialogue lines sound necessarily very unnatu-

ral when compared to the original audio dialogues or to the

traditional dubbing. However, the remaining information

from the script (character ID, scene descriptions) is actu-

ally the main novel addition to consider and can be synthe-

sized with lower quality requirements. Namely the emo-

tional speech aspects which are essential for the dialogues,

such as prosody, are not so crucial for this type of informa-

tion. Actually, if a real speaker should pronounce this, his

speech should be even less emotive than a narrator. To be

efficiently discriminated, each piece of information in the

TSS can be assigned to different audio spatial channels and,

preferably, to different speaker voices. However, reducing

a demonstration of this approach to the audio representa-

tion was found not very convincing, since it does not allow

an easy evaluation for users who are not really restricted

to the audio input. Considering this, at the present stage

of this work and after implementing a robust algorithm for

text alignment, the second concern is actually to provide

a visual integration of the TSS with the film. A small

video demonstration of the present work is available in:

“http://www.di.fc.ul.pt/∼cjct/RTP/TSSdemo.zip“. It shows

80 seconds of a scene from the 12th episode from the

television series named “Quando os Lobos Uivam” (when

the wolves howl), an adaptation of the novel of Aquilino

Ribeiro with the same name made by Francisco Moita Flo-

res for the RTP. In this scene, a couple of peasants (Rosa

and Jaime) collect some bushes from an area they were re-

cently forced to sell to a capitalist. A national guard named

Modesto founds and menace them.

Figure 4 was obtained from the same portion of this film.

The video is shown in the upper left corner and the name

of the speaking character is shown right below. The sub-

titles are also presented bellow the video just according to

common standards. Further bellow, a description about the

specific shot can be found. All the right side of the display

area was used for the script. This is shown as a scrolling

text with new dialogue lines and related comments com-

ing from below shortly after the corresponding subtitle was

shown. It seems like the subtitles feed the scrolling script

but, as mentioned before, these are often different from the

dialogue lines and can sometimes include extra information
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Text character subtitle shot dialogue

unit ID description line

begin -1 0 -2 +1

end +5 0 +6 +6

Table 1. Showing delays (in seconds).

about the actor expected behavior. Together with the dia-

logue lines, the corresponding shot description is included –

the same way as it appears in the script and it was previously

shown the bottom left corner. Each of these text streams

have different showing times. However, all these timing se-

quences were built from the subtitles time codes. Table 1

shows the adopted time shifts for each piece of information

in the script, taking the corresponding subtitle time code as

reference.

The integration of all the texts in a single video al-

lows browsing capabilities where the player can do fast for-

ward, backward while all the other elements appear syn-

chronously, namely the scrolling TSS. More than that, sim-

ple query facilities will be integrated allowing direct access

to a particular shot, given some words spoken by a specific

character. Besides character ID and subtitles or dialogue

lines, other queries can be made using shot descriptions,

scene names, expected character behavior and any combi-

nations between these.

5. Conclusions

This paper describes the integration of scripts with subti-

tled films. A new specific algorithm for text alignment is

presented and used in very preliminary experiments. This

algorithm is practically language independent and robust

enough to allow alignments between other related texts,

not only with small sentence construction differences, but

also with additional structural differences. This is useful

for dealing with flashbacks and flashforwards of scenes in

the film or the corresponding analepsis and prolepsis in the

texts. Many of the approaches to text alignment in the litera-

ture are based in DP procedures [4, 2, 3] optimizing the edit

distance between two text sequences or the longest com-

mon subsequence, working at word alignment level. These

strategies give special emphasis to the order of words within

phrases, as similarities evaluation takes into account the

matching of consecutive words. However, in the present

case, alignment at sentence level was preferred, to allow for

word swapping within phrases and to provide flexibility to

deal with more complex alignments.

Script alignment experiments with a wider collection of

films in Portuguese and English are expected to be con-

ducted in near future. These experiments will compare the

performance of this algorithm with other known algorithms.

Other texts will be used, namely resulting from behind the

scenes documents.

In the present work, time anchors between film and its

script are built exclusively between the subtitles and dia-

logue lines. However, future developments are foreseen

that will enrich this alignment based on anchors between

the video and the audio and the remaining information in

the script - character identification and scene descriptions.
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Abstract

We propose an approach based on the Theory of Con-
ceptual Dependency [16, 17] for intelligent video surveil-
lance of indoor environments. The approach employs con-
ceptualization to represent simple events and scripts to de-
scribe admissible situations of the specific application do-
main. Anomalies and suspicious events are detected by
contrasting them against admissible situations. The con-
ceptualization allows to hierarchically organize camera de-
tected situations, making the reasoning process more intu-
itive. The approach supports video summarization of rele-
vant scenes, and it provides an inference engine to handle
complex queries.

1. Introduction

With the increasing need of security in today’s society
surveillance systems have become of fundamental impor-
tance. Video cameras and monitors pervade buildings, fac-
tories, streets, and offices. However, this has led to an
increased demand for automatic systems supporting active
video surveillance. These systems can be considered secu-
rity support systems, as they are able to detect suspicious
events and to raise alerts in order to warn security staff
members.

The attempt to spread surveillance systems has led to
new challenges for both hardware and software. A first
issue is related to the high cost of cameras and the sur-
rounding systems. The high cost of hardware used in tra-
ditional dedicated systems and the resources needed for the
transmission and storage of images has limited the use of
surveillance systems. Moreover, for an effective use of
these systems organizations need to allocate security staff
members to monitor the video coming from the different
installed cameras, which has led to an increased demand
for automation support. Thus, intelligent surveillance sys-
tems are required, capable of understanding situations and

behave consequently.
Special kinds of video surveillance systems are those

used in indoor environments, like homes, banks, or garages.
These environments are characterized by a limited number
and types of objects, actions and situations, which consid-
erably reduces the challenges in the development of intelli-
gent surveillance systems. Indeed, these considerations en-
tail that a video surveillance can be purposive in its nature,
as it knows beforehand the objects involved in the “surveil-
lance”. It follows that such a video surveillance system can
use stereotyped knowledge for detecting both normal and
anomalous events.

This paper presents an approach for an intelligent indoor
surveillance system based on low cost hardware and tech-
niques from Artificial Intelligence. In particular, we present
a low-cost solution for video surveillance exploiting web
technologies, open standards, and low-cost devices. More-
over, we exploit Artificial Intelligence techniques to enable
the system “understand” events captured by the cameras.
Our approach is based on the Schank’s theory [16, 17, 18],
a “non-logical” approach, which has been widely used in
natural language processing area.

Two main reasons led us to use this theory in video
surveillance systems. First, the presence of well-studied
primitives to represent details about the actions; second,
the possibility to use highly structured representations like
scripts, which are a natural way to manage prototypical
knowledge. Thus, we are able to associate different levels
of meanings to a situation: conceptualization, scene, and
script level, which allow us to deeply understand the cur-
rent situations and to detect anomalies at different levels.
Moreover, the structured information makes the design and
reasoning process easier.

The paper is organized as follows. Section 2 briefly sur-
veys Schank’s theory. In Section 3 we discuss the system
architecture, and the techniques employed for intelligent
video surveillance. Section 4 discusses related works. Fi-
nally, in Section 5 final remarks and a brief discussion on
future works conclude the paper.
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2. Theoretical background

In this section we introduce some basic notions of con-
ceptual dependency and scripts, which will be useful for
describing the proposed video surveillance approach.

2.1. The theory of conceptual dependency

The theory of conceptual dependency (CD theory, for
short) is a pictorial formalism developed by Roger Schank
in the 70’s [16] (see also [15] for a concise, but complete in-
troduction), for representing complex events by elementary
ones. A CD representation of an event (also called con-
ceptualization) is composed of objects belonging to four
classes linked together by rules. The classes of CD objects
are ACT (actions), PP (Picture Producers), AA (Action
Aiders), and PA (Picture Aiders).

The class ACT contains eleven elementary actions, like,
for instance, PTRANS (Physical TRANSfer), indicating a
position transfer of an object, or GRASP, representing the
act of grasping an object by an actor. The class PP con-
tains humans, animals, or objects. The role of classes AA
and PA is to specify more precisely the semantics of the ob-
jects involved in the conceptualization. Examples of rules
are PP ⇐⇒ ACT or PP _jt _*4PA.The first rule states that
PP is the agent of the ACT , whereas the second one states
that PP is in the state PA. An application of these rules
could be useful in describing the semantics of the move-
ments of a museum warden called John by the following
conceptualization

Warden _jt _*4 John _jt _*4PTRANS

A knowledge-based system using the CD theory (such as
MARGIE [16]) contains a set of CDs representing general
knowledge about a given domain. Basic reasoning tasks of
such systems are:

• to understand events: The task of representing current
events (understanding) using the stored knowledge is
accomplished both reducing events to simple ones and
instantiating the objects in the conceptualization with
actual data (filling the slots);

• to reason about events: Once an event has been inter-
preted using the existing knowledge it is possible to
make inferences and to supply the lack of information
in occurred events.

• to answer questions about occurred events.

All these reasoning tasks on CD representations have
usually been implemented as LISP programs.

2.2. The theory of scripts

Scripts were introduced by Schank and Abelson [17] to
model the daily life stereotypical situations, such as “eating
in a restaurant” or “taking a plane”. They can also be used
to describe a “theft in a museum”, or a typical bank situation
with customers waiting for a service.

Scripts are frame-like knowledge structures and repre-
sent prototypical knowledge. They contain sequences of
scenes involving a set of objects (Props) and a set of people
(Roles). Scenes contain general actions aiming to reach the
same goal.

For example, a script RESTAURANT could involve ta-
bles, menù, food, and money as Props, and clients, wait-
ers, and cooks as Roles. It can contain the scenes ENTER-
ING, ORDERING, EATING, PAYING, and EXIT describ-
ing what generally happens when people enter in a restau-
rant, order dishes, eat, pay, and finally leave the restau-
rant. Each scene contains conceptualizations describing the
events in the scene itself. For example, the scene EATING
contains the action of the waiter giving the food to the client,
and the one of the client ingesting the food.

Both scripts and their successor MOPs (Memory Orga-
nization Packets) can be considered as orderers of scenes
[18].

Typical reasonings tasks with scripts are:

• understanding: The main function of a script is to in-
terpret (understand) the occurred events using its own
knowledge.

• reasoning about occurred events: Scripts help mak-
ing inferences about occurred events, since they can
be viewn as causal chains of events. Moreover, script
knowledge can be used to supply the lack of informa-
tion in occurred events, using default values. Scripts
can also be used to foresee events.

• answering questions about occurred events.

• summarization: Scripts can be used in the summariza-
tion by selecting only the most relevant events [4].

Concluding, a script based understanding system has
structures of knowledge representing expectations on the
events usually happening in a given situation. Thus, from
the computational point of view, script based understanding
means to select a script and to fill its slots with the informa-
tion coming from the input.

3. The proposed video surveillance system

The aim of a video surveillance system is to detect
anomalies and to raise alert messages. In order to detect
anomalous events, the proposed system tries to interpret a
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scene based on its knowledge about “normal” situations,
using the CD representation to describe single events and
scripts for complex situations. Therefore, the proposed
video-surveillance system is an intelligent system associ-
ating semantical representations to images. Similarly to
many intelligent systems [17], this representation is built
by stages, using a mixed bottom-up/top-down approach.

The architecture of the proposed system is shown in Fig-
ure 1.
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Figure 1. The system architecture

The aim of the event detection module is to acquire im-
ages from the camera and to detect “atomic” events (like
entering a door or picking up a bag). The process of motion
detection usually involves motion segmentation (i.e., seg-
menting regions corresponding to moving objects from the
rest of an image) and object classification.

The tracking module aims to track moving objects from
one frame to another in the detected events. This involves
matching objects in consecutive frames using particular fea-
tures. Successively, this module infers actions linking the
recognized objects and the surrounding people. In partic-
ular, it builds conceptualizations and fills them with refer-
ences to objects in the images. The output of the tracking
module is a conceptualization describing the meaning of the
tracked action.

The understanding module activates pertinent scripts
and appropriate scenes from the script produced by the
tracking module in order to identify possible anomalies. In
particular, when a script is selected and instantiated, the
understanding module takes the control and conceptualiza-
tions are built in a predictive way. In particular, when a
script is activated, the conceptualizations belonging to the
scenes that might occur are sent to the tracking module to

work in a predictive mode. The output of the understanding
module are scripts describing the occurred situations.

In what follows we provide a detailed description of each
system module.

3.1. Architecture and Camera Level

We adopt internet as communication medium between
webcams and the server on which the video surveillance
system run. In particular, each webcam sends images to
the central server, which selects and stores only images rep-
resenting unseen scenes. In this way it reduces the needs
of permanent storage resources. Since image analysis and
acquisition can be very expensive in terms of system re-
sources, especially with a high number of webcams, we
have realized a multiple servers load balanced architecture.

When connected to the system webcams transmit images
to the server at full speed (about 15 frames per second), by
using the RTP protocol. The server acquires images coming
from different webcams and processes each of them trough
a codec chain. We have developed our system to be exten-
sible, and to support the insertion of other codecs.

3.2. Event Detection

A fundamental step in video surveillance systems is mo-
tion detection, aiming to detect moving objects in the video
stream. This entails the segmentation of each image through
automatic image analysis techniques. The importance of
this operation is due to the fact that the effectiveness of the
segmentation process affects the performance of the other
modules.

Many algorithms have been proposed for motion detec-
tion in video surveillance applications [7, 10]. We have em-
ployed the SGM (single Gaussian model) algorithm, pro-
posed in the Pfinder system [21], which uses a Gaussian
model to classify each pixel of the image. In particular,
SGM uses an intensity-normalized color representation of
each pixel in the image, and a multi-way Gaussian classifier
to decide which foreground or background class each pixel
belongs to, trying to cluster foreground pixels into blobs.
Pixels in the current frame are compared to the background
by measuring the log likelihood in color space. If a small
likelihood is computed, the pixel is classified as active, oth-
erwise it is classified as background.

3.3. Tracking

This module tracks moving objects in the images pro-
duced by the Event Detection module. It accomplishes this
task by employing a region-based tracking algorithm, track-
ing objects according to variations of the image regions cor-
responding to the moving objects [21]. In particular, the
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algorithm uses small blob features to track humans in in-
door environments. The body of humans is represented by a
combination of some blobs representing various body parts
such as head, torso, and the four limbs. Whereas, both hu-
man body and background scene are modeled with Gaus-
sian distributions of pixel values. Finally, the pixels belong-
ing to the human body are assigned to the different body
parts’ blobs using the log-likelihood measure. Then, by
tracking each small blob, the moving human is successfully
tracked.

This tracking algorithm is effective also for tracking non
humans [10].

The information on the tracked objects are synthesized
by constructing conceptualizations, which are given in out-
put to the next module. As an example, the following con-
ceptualization expresses the fact that a given car moves
from the garage entry to a car place.

car ⇔ PTRANS
o←− car

Roo

//

oo Entry

CarP lace

3.4. Understanding

The use of scripts for representing salient situations al-
lows us to perform effective analysis operations and to pro-
duce logic consequences. As an example, it is possible to
correlate different scenes and to determine if they contain
anomalous events, such as an intrusion.

The understanding module applies the scene on the
scripts representing the detected events. If an anomaly is
identified an alert signal is produced.

The system has a knowledge base composed of a set of
scripts, whose use is ruled by three operations: selection,
activation, and application.

The selection operation selects one or more scripts from
the knowledge base. These are candidates to the under-
standing of the current situation. This operation is per-
formed by using the information (conceptualizations) com-
ing from the tracking module.

The activation is the operation deciding the script
(among the selected ones) to be used in the current situa-
tion processing.

Once activated, a script is applied, i.e., its slots are filled
with the objects, roles, and actions from the situation being
processed. At the end of the application the script becomes
instantiated, and it returns a description of the meaning for
the processed situation.

The activation is important since an activated script fore-
sees the actions that will take place, and therefore it is useful
to detect anomalous and suspicious facts and scenes.

3.5. Example

In order to understand what the understanding module
has to accomplish, let us consider the video surveillance of
a garage with many parked cars, with about hundred cars
coming in and out during night and day. This kind of en-
vironment has a strong need of security, which so far could
only be guaranteed by human operators.

Automated video surveillance systems seem adequate to
accomplish the tasks of human operators in this kind of en-
vironment. In fact, such environment has a few roles (war-
den, client, thief, robber), a few props (car, desk, motor-
cycle). The actions are simple and repeated. The whole
knowledge is prototypical.

The usual situations monitored in the garage are de-
scribed by the following script, which provides more
a concise and comprehensible description than isolated
conceptualizations.

SCRIPT $GARAGE
Roles: warden, client, person
Props: car, desk
scene CAR-ENTERING car enters the garage
scene PARKING
car parks
car stops
scene PEOPLE-EXIT-CAR
the door is opened
the client gets off
the door is closed
(The following three actions can be iterated)
the door is opened
a person gets off
the door is closed
scene TICKET
A person goes near the desk
A person takes the ticket from the warden
scene PEOPLE-ENTERING-GARAGE
The client enters the garage
(The following three actions can be iterated)
A person enters the garage
scene CAR-TAKING
The client opens the doors
The client enters the car
(The following three actions can be iterated)
A person opens the doors
A person enters the car
scene PAYING
A person goes near the desk
A person pays the tickets
scene CAR-LEAVING
A car leave the garage

48



A car entering a garage let the selections of the scripts
$SERVICE, $PARKING, and $ROBBERY from the
knowledge base.

When a car enters the garage the scene CAR-
ENTERING is activated. As a consequence, all the
scenes in the script will be activated and instantiated ac-
cording to the sequence in the script itself. In this case we
have a normal flow of events. It is possible that deviations
from the normal flow occurs. There are two kinds of
deviations that are interesting from the point of view of
a surveillance system: known deviations and alarming
anomalies. The formers are simply exceptions (less fre-
quent events), which can still be classified as normal ones.
For example, events belonging to this category are both
that of a person entering the garage to ask for information
about fees, and that of a typical robbery attempt. The
system deals with this kind of events using other scripts (or
MOPs), as in the following.

SCRIPT $ROBBERY
Roles: warden, person
Props: car, desk
scene PEOPLE-ENTERING-GARAGE
(The following three actions can be iterated)
A person enters the garage
scene CAR-TAKING
The person opens the doors
The person enters the car
(The following three actions can be iterated)
A person opens the doors A person enters the car
scene CAR-GOES-TOWARD-EXIT
A car goes-toward the garage exit

The second kind of deviation is a serious one, as it
cannot be framed neither in the normal flow nor in some
track (i.e., alternative paths in the script) (see [17] for a
more detailed discussion about the concept of track). In
this case the system is authorized to raise an alert signal.

4. Related work

In recent years many different approaches have been pro-
posed for analysis and recognition of motion patterns, and
for behavior understanding in video surveillance systems.
For a survey of video surveillance systems and related is-
sues see the works of Dick et al. [5] and Hu et al. [7]. We
will briefly review some works on activity recognition and
understanding.

Hidden Markov Models (HMM) [11, 21] and Bayesian
networks [13] are statistical methods largely used for ac-
tivity recognition. A combination of both was used in the
VIGILANT project for object and behavioural classification
[14]. The Bayesian classifier was used for identification of

object types, based on the object velocity and bounding box
aspect ratio. A HMM was used to perform behavioral anal-
ysis to classify object entry and exit events.

Automaton have been used in activity recognition for
representing the behaviors of the monitored objects. For
instance, Bremond et al. use handcrafted deterministic au-
tomata to recognize airborne surveillance scenarios describ-
ing vehicle behaviors in aerial imagery [2], whereas Wada
et al. employ non-deterministic finite automaton for multi-
object behavior recognition [20].

Several grammatical approaches have been used for vi-
sual behavior recognition. Brand uses a simple nonproba-
bilistic grammar to recognize sequences of discrete behav-
iors [1], whereas Ivanov et al. describe a probabilistic syn-
tactic approach to the detection and recognition of tempo-
rally extended behaviors and interactions between multiple
agents [8].

Conceptual and knowledge based reasoning is consider-
ably important in the recognition of objects and actions, or,
in general, activities. The need for content representation in
video surveillance systems naturally calls for the use of the
well-known and tested representations from Artificial Intel-
ligence.

Approaches for representing knowledge are usually di-
vided into two main categories: logic and non-logical [9].
These two kinds of approaches are competitive, and the the-
oretical disputes attempting to prove the superiority of one
with respect to the other has not finished yet.

A logic-based approach for video surveillance was re-
cently proposed by Shet et al. [19]. In this work differ-
ent kinds of logics have been used. The use of logic pro-
gramming makes easier reasoning about events, but also
allows to implement systems using well-known and tested
programming languages.

On the side of non-logical approaches, Schank’s theory
has been used in content representation. In fact, his theory
of scripts in the representation of the content of films was
introduced by Parkes [12] (See also [3, 6]).

As we abide by the view of non-logical theories, we
think that structured representations like scripts or MOPs
can be useful also in the video surveillance field.

5. Conclusions and Further Research

In this paper we have proposed an approach based on
the theory of conceptual dependence [16, 17] for intelligent
video surveillance of indoor environments. The use of con-
ceptualization has allowed us to represent in detail the ac-
tions detected by cameras and to use highly structured rep-
resentations like scripts, which are the most natural way to
manage prototypical knowledge.

In the future we intend to further investigate the refine-
ment of the knowledge structures, with a structured and
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dynamic knowledge base [18], which could lead to under-
standing situations in a more detailed way, and therefore, to
a more accurate and active surveillance.

A further future work is to take benefits from the use of
multiple cameras by applying data fusion approaches. This
will allow us to solve important issues such as occlusion
handling and continuous tracking.
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Abstract: One of the critical problems in emergency/crisis management is the initialization of the 
management operations, which must be started as quickly and as efficiently as possible. The 
quicker the resources and the efforts can be put together the more effective the management 
operations will become. Subsequently in the course of performing the management operations 
similar problems arise when new missions/operations must be started as a consequence of new 
demands or changing needs. To address these problems a self-organizing approach is proposed. In 
this approach, agents needed for a mission/operation that will be part of the emergency/crisis 
management operations are self-organizing to initialize and control their own operations. This 
approach is based on three basic concepts: a Handbook of protocols, a service-oriented 
knowledge structure and a management cycle for the continuous initialization and customizing 
of agents. 

 
1. INTRODUCTION 

 
One of the critical problems in emergency/crisis 

management is the initialization of the management 
operations. Subsequently, in the course of performing 
the management operations similar problems arise 
when new missions/operations must be started as a 
consequence of new demands or changing needs. In 
both cases, the missions/operations must be started as 
quickly and as efficiently as possible because the quicker 
the resources and the efforts can be put together the more 
effective the management operations will become. 

Of particular importance is the initialization 
process in the very beginning of the management 
operations, because in most cases it will have a 
strong impact on the operations, on the crisis itself 
and how it is completed. The initialization of not only 
the premier mission but also all subsequent missions 
during an emergency or a crisis must be handled 
effectively. The agents participating in these 
initialization processes must be adequately supported 
by the emergency/crisis management system because 
otherwise the operations cannot be properly carried out.  

In this paper, our concern is how agents needed for 
a mission/operation that will be part of the emergency/crisis 
management operations can be self-organizing to initialize 
and control their own missions/operations. The proposed 
solution is based on three concepts: a Handbook of 
protocols, a service-oriented knowledge structure and a 
management cycle for the continuous initialization and 

customizing of agents. Together these concepts 
determine the self-organizing process of the 
emergency/crisis management operations. In the 
context of this paper, an agent may be a private person who 
serves as a first responder, a more specialized responder 
such as a fireman or a policeman, an expert in a knowledge 
domain such as chemistry, or a fully autonomous software 
agent. An approach that to some extent relates to this view 
is given by  Visser et al. [3]. 

 The paper is structured as follows. In Section 2 
the general problem to be addressed is defined. The 
self-organizing process is discussed in Section 3. In 
Section 4 the service-oriented knowledge structure is 
described in detail. The Handbook of protocols is 
introduced in Section 5 and in Section 6 the control 
loop for the management cycle is discussed. Section 
7 illustrates by examples the self-organizing 
initialization process. Finally in Section 8 the 
subsequent work will be discussed. 

 
2. THE PROBLEM TO BE ADDRESSED  
It is widely recognized that the first few minutes 

of an emergency/crisis are the most critical. 
Basically, in this situation the main problem is to first 
get an understanding of the actual situation and then 
allocate adequate resources and initiate a number of 
missions/operations; all with the purpose to deal with 
the emergency/crisis and bring it to a satisfactory 
resolution. Among the required resources there are 
human resources such as policemen and experts in a 
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variety of fields, which will be referred to as agents 
in the context of this paper. Agents may be of 
different types and they may play different of roles. 
Other resources may include organizations such as 
the fire department and material resources such as 
trucks and helicopters. However to get the 
management process and subsequently missions and 
operations of various types going requires human 
resources ranging from inexperienced first responders 
to a variety of experts. At the very beginning, the 
emergency/crisis organization can be seen as a 
loosely coupled system consisting of many different 
organizations, which must be turned into a smoothly 
working entity. To make this happen requires the 
proper initialization of a large number of tasks, which 
subsequently are called missions. 

 The problem is thus to determine how to 
conduct the self-organization of the initial processes 
of an emergency/crisis by means of generic agents 
(first responders) as well as expert agents, supported 
by existing service-oriented command and control 
systems. Processes in focus are the initial parts of the 
management operations, which if managed early and 
efficiently will allow successfully completion of the 
emergencies. Other processes of concern are the 
initial parts of missions identified during the 
management operations and which need to be 
managed by agents specifically appointed for these 
missions.  

The problem is thus how to initialize the 
emergency/crisis management processes and other 
required missions/operations during a crisis under the 
above given circumstances in a self-organizing way. 

 
3. THE SELF-ORGANIZING PROCESS 

 
Figure 1.  The self-organizing process including the Handbook of 
protocols. 

In Figure 1 the self-organizing process including 
the Handbook of protocols is illustrated. The process 
shows how a generic agent can be turned into an 
instantiated agent. This process is carried out with the 
support of a Handbook of protocols. Originally a 
generic agent can be an ordinary citizen but it is also 
likely that he or she may have been given some kind 
of simple training by the community, and thus can be 
turned into to a first responder. In more complicated 
situations the generic agent may correspond to some 
professional type of agent such as a fireman or a 
policeman. The actions taken by these agents may 
vary considerably from one to another. However the 
expected activities of the agents are basically of the 
same nature, that is, to carry out some tasks that they 
have been ordered to carry out or forced into by 
circumstances out of their control. 

Consequently the agents will collect as much 
information about the situation as possible and then 
consult the Handbook of protocols to determine what 
to do next. If they are somehow familiar with the 
situation they may be able to find the relevant 
solution on their own, i.e., they have “internalized” 
the Handbook of protocols. An example of such an 
internalized protocol is to call 911 (112 in Europe) 
and report an emergency/crisis event to the operator. 
To undertake the role of a 911-caller the generic 
agent is turned into an instantiated agent. In this 
simple context the agent does not do much more than 
this and once this task is finished the agent goes back 
to his/her original role as a generic agent. 

Clearly, in more complex situations an agent 
needs to communicate with other agents who can 
either be generic or instantiated. At all times, the 
agent needs to consult the handbook. In the 
communication with other agents the personal digital 
assistant is used. The agent must go on collecting 
information from the real world to build up a relevant 
event description. Without knowledge about the on-
going situation in the real world there is no way for 
an agent to start the self-organizing process. 
Consulting the Handbook of protocols alone does not 
help the agent in his mission.  

The personal digital assistant in the proposed 
approach can be seen as a tool for communication 
and visualization of all available information. It also 
may include a number of decision support tools. 

The self-organizing process in the proposed 
approach can be seen as part of a management cycle 
in which the instantiated agent(s) may repeatedly 
consult the handbook for further information. The 
instantiated agents can also start a series of mission 
control loops (see Section 6). As the instantiated 
agent performs the actual mission, besides the 
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personal digital assistant there are also other more 
powerful means available to the agent. Among them 
the service-oriented knowledge structure, which will 
support the collection of external information and the 
visualization of the actual event description. To do 
this, the agent will have a fairly large set of services 
available. These services make it possible to go on 
with the work and subsequently also to start the 
required control loop.  

 
4. THE SERVICE-ORIENTED KNOWLEDGE 

STRUCTURE 
The service-oriented knowledge structure shown 

in Figure 2 supports the agent in his/her work and 
make it possible for him/her to collect information 
about his/her mission and gradually build up and 
maintain the event description, which can be seen as 
the common operational picture. To perform the 
above tasks requires the continuous maintenance of 
the control loop. This also dictates a flexible and 
modular service-oriented system. A service-oriented 
approach also makes it feasible to reuse software that 
has been developed earlier, and to attach data and 
information sources in an independent way (see e.g. 
[1]. 

This depends on the fact that service-oriented 
components and modules only have weak bindings 
and therefore become independent of the data sources 
that are connected to the system. Besides, the 
modularity of a service-oriented architecture also 
makes evolutionary systems development possible.  

 

 
Figure 2.  The service and role based knowledge structure for 

mission support.  
 
A service-oriented architecture also gives the 

system a high degree of flexibility, which in turn 
makes it simpler to adapt to new applications, that is 
to changing needs and new requirements. Thus the 
usefulness of standardized interfaces between system 
components is to make the system interoperable with 
other external systems. Generally the service concept 
is not very well defined but within the field of 
information technology a service is defined as a 
function made available with a specified quantity and 
quality [4]. Within telecommunication a service is 
seen as the capacity to exchange information made 
available by a service provider [5]. 

The service-oriented architecture (SOA) comes 
out of the trial or needs to create weaker couplings 
between different system components. A service as 
defined by SOA is thus "a unit of work done by a 
service provider to achieve desired end-results for a 
service consumer" [6]. 

The service-oriented knowledge structure shown 
in Figure 2 the service and rule based knowledge 
structure for mission support illustrates how services 
can be tied to “views”. A view is defined as a 
combination of services and visuals. A visual in this 
context means the visualization of information 
collected by means of the services and may include 
images, maps, text and tables. In particular, certain 
visuals may include event descriptions of on-going 
missions, which may correspond to operational 
pictures mirroring the situation of the on-going crisis.  

Generally, the relations between the different 
structures in Figure 2 are mostly of many-to-many 
type. Consequently, an agent may play many roles 
although not at the same time but over the time of the 
emergency/crisis. Within a role a particular agent 
may have a set of views available, which in turn may 
include a set of visuals and services. This will 
support the generation of the actual event description, 
which, as indicated, may include information of 
many types. Furthermore, from any given view and 
by means of any available service the agent is, at all 
times, allowed to consult the Handbook of protocols. 
By means of available services a user can also get 
further information from the sources, which makes it 
possible to update the event description and thus have 
a better understanding of the present situation and to 
take relevant decisions on a timely basis. 
Consequently, the service-oriented and role-based 
knowledge structure will give the agents a good 
situation awareness. The knowledge structure is, 
when applied, also a part of the control loop in the 
management cycle. 
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Figure 3.  The knowledge structure of the Handbook of protocols. 

 
 
5. THE HANDBOOK OF PROTOCOLS  

 
The Handbook of protocols is the basic source 

for the agents in determining and understanding what 
to do (WTD) when initializing a mission/operation. 
The knowledge structure of the handbook is shown in 
Figure 3. When using the handbook the agent first 
must look for some available notion that is in focus 
for the operations and that is applicable to the 
initialization of the mission to be undertaken. The 
knowledge structure of the handbook supports this by 
means of an ontology, which further leads to a set of 
applicable rules and alternatives. Which rule should 
be fired by the system depends on the conditions 
supplied by the agent. The conditions identifying the 
rule will be specified during a dialogue between the 
knowledge system and the agent. Once the rule is 
identified the applicable protocol is determined. The 
protocol itself is presented as text. The protocol 
makes it possible for the agent to take proper actions 
in accordance with the given protocols. 

The protocols can be specified using the active 
index [8, 9] with timing constraints. 

 

6.  THE MANAGEMENT CYCLE AND THE 
MISSION CONTROL LOOP 

As mentioned above, the self-organizing process 
is part of a continuous management cycle for the 
instantiated agents to collect information, consult the 
Handbook and decide what to do next.  Furthermore, 
the instantiated agents themselves may start and 
follow a mission control loop in their operations. 

In the literature, many different types of control 
loops for command and control situations are 
proposed. For instance, there is the OODA-loop, used 
in connection to information fusion applications, 
basically for military applications, see [7]. However, 
here we apply the loop proposed by Hollnagel [2]. 
The motivation for this is because it is more general 
than the OODA loop. Hollnagel’s loop is seen in 
Figure 4. 

Basically, going through a control loop means 
that a controller, here an agent, develops a plan, 
which means that in the end an action of some kind 
must be carried out. For instance in the case of a 
forest fire the action can be to water bomb the area 
from an aircraft. This activity will produce some 
effects whose consequences must be determined. 
Thus information about the consequences of the 
action must be collected to guide the agent when the 
next step is planned. However the collected 
information will always include uncertainties of 
different kinds due to missing, incomplete or 
distorted data. These uncertainties are called 
disturbances. No matter what, disturbances will 
always exist and the controller must always take their 
existence into account before the next move is 
determined. However, to complete any mission 
efficiently will require control loops. 

 
Figure 4.  Control loop for emergency management. 

 
7. MISSION INITIALIZATION AND CONTROL 

The initialization processes discussed in this 
work include both the starting process of the 
management operations as well as most of the 
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subsequently determined (or planned) missions. 
Before these missions can be started the agent 
playing the role of commander of the management 
operations must appoint some agents for these 
missions. At the very beginning of the emergency a 
generic agent who may be the first person on the 
scene may voluntarily start the initialization process. 
Once an agent has been turned into, or has turned 
himself/herself into an agent with a specific role the 
initialization process is started. The process will go 
on just as long as it is required and will include at 
least one but sometimes several consultations of the 
Handbook of protocols. During the mission, 
participating agents may communicate with other 
agents either inside or outside their own organization. 
In any mission, with just a few exceptions, the 
responsible agent must start at least one control loop. 
Below, the two initialization processes will be 
discussed and illustrated.  

 
Figure 5.  The initialization phase of a forest fire. 

 
7.1 management initialization 

The initial phase of an emergency (a forest fire) 
is illustrated in Figure 5 by means of a modified 
UML sequence diagram. The event may have started 
in some unidentified way but it is discovered by some 
individual who just happens to be present at the 
place. This individual corresponds to a generic agent 

and will act as a first responder. After having 
consulted the Handbook of protocols, which is 
available or accessible from his personal digital 
assistant, the generic agent turns into an agent with 
the role of a 911-caller. After the call is placed a 911-
agent (operator) is activated. The two agents 
communicate and the caller transmits the event 
description. Once the event description is transmitted 
the call is finished and as the caller hangs up the 
agent goes back to his normal role. Thus this is an 
exception from the general approach as no control 
loop is created. The 911-caller agent does not exist 
anymore. The 911-agent, on the other hand, consults 
the Handbook, if required, and as a consequence 
engages in its role as an activator of other agents who 
in this case are the agents at the police and fire 
departments. In this particular case, there is also no 
control loop as the 911-agents primarily are just 
responsible for the activation of the agents made 
available by the community. In practice, however, the 
911-agents quite often serve as point-of-contact 
between the engaged agents. 

 

 
Figure 6.  Initialization and control of a specialized mission. 

 
The agents activated by the 911-agent now starts 

their operations by consulting the Handbook of 
protocols to make decisions involving plans for new 
missions to be undertaken, which again means that 
new agents must be appointed. So the operations go 
on, including frequent consultations of the Handbook 
followed by creation of new control loops and so on. 
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7.2 mission initialization 
The missions following the premier initialization 

of the management operations are all subordinate 
missions, but they all follow the same general 
procedure, which again includes an activation step, 
consultation of the Handbook and the start of one or 
more control loops. This is illustrated in Figure 6 
where a fireman is pointed for a certain mission, 
takes on a suitable role and consults the Handbook 
from which feedback is received and as a 
consequence a control loop can be started. During all 
these activities the agent may communicate with 
other agents as required by the events that occur 
during the ongoing mission. Once again when the 
mission is completed the agent returns to his original 
role. 

 
8. DISCUSSION 

The proposed approach outlines a framework of 
a self-organizing multi-agent system for emergency 
management.  As pointed out in Section 1, the 
approach is based upon three basic concepts: a 
Handbook of protocols, a service-oriented knowledge 
structure and a management cycle for continuous 
initialization and customization of agents.  Each of 
these concepts needs to be further extended and 
substantiated. 

The Handbook of protocols can be as simple as 
an ordinary cooking book where each entry is a 
recipe (a protocol).  Such simple Handbook may 
already be very useful in practice.  For more 
sophisticated emergency/crisis management a more 
sophisticated Handbook, with a knowledge structure 
shown in Figure 3, needs to be developed.  We plan 
to apply the active index approach [8, 9] and the IC 
cards user interface to the further development of the 
Handbook of protocols. Furthermore by extending 
the Handbook with learning capabilities it may be 
possible to support agents in future emergency/crisis 
management operations such that the Handbook also 
can serve as an instrument for best-practice. 

The service-oriented knowledge structure is a 
knowledge structure that includes both static and 
dynamic information.  For example the visuals may 
include videos, sensory inputs that are constantly 
changing.  How to apply information fusion to 
efficiently and effectively handle both static and 
dynamic information in the service-oriented 
knowledge structure requires further investigation. 

Last but not least the management cycle for 
continuous initialization and customization of agents 
depends very much on the particular requirements of 
different applications.   A crisis such as a natural 

disaster, a medical emergency such as a person 
suffering a stroke, or a man-made crisis such as a 
terrorist attack, dictates different ways to structure 
the management cycle.  The major types of these 
management cycles need to be categorized so that 
different types of resources can be listed, which can 
serve as the basis for developing different service-
oriented architectures for emergency/crisis 
management. 
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Abstract
In the areas of performance set up and 

multimedia/multimodal music training experiences, 
cooperative work is becoming a very useful support. It 
can be used to experiment and exploit new modalities 
of training and for shortening the activities for the 
organization of large performance integrating in a 
simple manner distributed systems for audio-visual 
processing and general control (motors, lights, 
actions, etc.). To this end, a flexible model to cope with 
groups, roles, tools, and large set of features is 
needed. For this purpose, this paper presents a flexible 
Cooperative Work Support to allow creating a large 
set of cooperative applications structurally supporting: 
group role and tool concepts, undo/redo, joining and 
rejoining, preserve causality and consistency of 
commands, etc.  It can be used for creating a large 
variety of multimedia/multimodal applications. This 
work has been developed with for the I-MAESTRO 
STREP FP6 project of the European Commission for 
developing cooperative educational multimodal tools 
in the Max/MSP. 

Keywords: Multimedia, Peer-to-Peer, cooperative 
work, CSCW, P2P, Max/MSP.

1. Introduction
Computer technology and high speed networks have 

made possible the development of cooperative tools 
for real-time interaction of multimedia and multimodal 
applications. These applications require group working 
and management, where each member may join or 
leave the selected group dynamically [6], [5]. 

For example, in order to allow the creation of 
distributed system of control and cooperative work 
among the people involved in a live performance 
(director, conductor, light director, audio processing 
director, musicians, etc.) they have to share a common 
area of work and to exchange information among their 
computers and control panel console. Similar issues 
are useful for groups involved in a cooperative 
experience of music training and/or for the preparation 
of an ensemble via rehearsals [3] or communicating 
expressiveness via interactive multimodal devices [4], 
[1]. In all the above mentioned cases, two phases are 
relevant: (i) the set up of the cooperative work 
community/environment, and (ii) the management of 

the cooperative activities in a simple and transparent 
manner allowing the creation of several workgroups in 
the same network among the people and tools involved 
(humans and computer users), and allowing the 
communications among them at logical level 
disregarding the effective implementation of the 
network (see Fig.1, in which a generalized scenarios is 
depicted). 

Musicians

Directors

Technicians
Conductor

Set Designers

Assistants

Work Groups

Group A

Group B

Group C

Fig. 1 – General scenario 

This condition is typically synchronous, in which 
each performed change is made visible to all users. 
Tools for cooperative work can be of much benefit 
when discussing about common documents or graphs 
in real-time or quasi-real-time. The problems in those 
environments are due to: versioning management, 
undo, independency on the application layer as 
flexibility and reusability, causality of commands, 
consistency of commands and/or actions, undo/redo, 
rights control, history of changes, real-time response, 
flexibility in the group management, etc.  Most of them 
depend on architectural solution, by commands and 
time management, and by communication protocols 
[3], [6], [7].  Despite to the vast literature exists on 
techniques and examples of cooperative tools and 
solutions [8], [9], [3], [10], no one of these solutions 
can be suitable to provide a satisfactory support for 
cooperative work on managing multiple 
communities/groups focused on performance 
management and/or for educational purposes of 
multimedia music, as explained in the following. 
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This paper is focused on presenting a Computer 
Supported Cooperative Work, CSCW, support for 
MultiMedia called COS4Media. COS4Media allows 
creating a large range of cooperative/collaborative 
applications, providing them a structural support for 
managing: groups, roles and tools concepts; undo/redo; 
joining and rejoining; preserve causality and 
consistency of commands; restoring of node status; 
absolute time synchronization, etc.   

The COS4Media seems to be particularly suitable for 
enforcing collaboration into multimedia developed 
environments such as Max/MSP [1], EyesWEB [4]. 
On the other hand, it can be used to transform stand 
alone tools in fully distributed cooperative applications 
such as cooperative: doc editor, lessons class room 
manager, video player, metronome, white board, etc. 
The work presented has been performed in the I-
MAESTRO STREP FP6 IST research and 
development project of the European Commission [2] 
for developing cooperative educational multimodal 
tools. In the I-MAESTRO project, Max/MSP has been 
chosen as the tool for audio processing in real time [1]. 
Max/MSP is a visual development environment for 
audio processing and multimedia, and user interface 
creation. It is more than fifteen years that composers, 
performers, software designers, researchers and artists 
are using it for creating interactive software for 
controlling performances and didactical tools. 
Max/MSP applications are called patches and they 
may run in real time on the Max players, thus allowing 
the production and the processing of music and events 
in real time. Max is highly modular, with most routines 
existing in shared libraries, and integrating third party 
module and components by means of externals and 
used in Max/MSP as native visual blocks.   

The paper is organized as follows. In Section 2 the 
main scenarios and the conceptual model are 
presented. Section 3 reports an overview of the 
COS4Media architecture Computer Supported 
Cooperative Work Support for MultiMedia). In 
Section 4, some details about the usage of COS4Media 
into MAX/MSP applications are reported. Section 5 
reports some applications. In Section 6, conclusions 
are drawn. 

2. Conceptual Model and Scenarios 
In a performance collaborative environment, several 
workgroups can be defined and set up. Each group put 
in communication a set of roles that share a set of tools 
establishing a certain number of collaborative 
relationships for communicating messages and 
commands. For example, three users and 5 computers 
are defining the cooperative environment in which a 
set of tools (humans and computerized) are creating a 
collaborative environment managing for example: TV 
camera, music scores, metronome, lights, motors, 
video synchronization, white board, a music score 
editor and/or viewer, slide show, and a chat.

In the COS4Media, the cooperative environment is 
modeled as a set of Groups. Each Group is modeled as 
a set of Roles. Each role can be covered by one 
(human or computerized) User and may be satisfied by 
one or more running Applications/processes. An 
Application can be a stand alone software application 
or can be a Logical Tool (e.g., metronome, motor 
control, music editor, light control, video grabber 1, 
audio grabber channel 2, video player, white board 45) 
into the software application (the software application 
can be a Max/MSP patch or a program). Thus for 
example, the status of the COS4Media collaborative 
environment can be: COS4Media = {Group G1, Group 
2, ………..} 
Where for group G1 we could have: 
Group G1 = {Role Musician2, Role LightController,  
       Role GestureController, Role Director,  
       Role Musician2, ………. } 
Role Musician1 (Violin I) =  
       {Tool Metronome, Tool Chat, Tool Score,  

Tool HandGesture, Tool Lights, .. } 
Role LightDirector =  
       {Tool Lights, Tool Score, Tool Chat, ..} 
Role GestureController = 
       {Tool HandGesture, Tool Chat, …}
Role Conductor = 
       {Tool Motor, Tool Score, Tool Lights, ..}  
Role Musician2 (Violin II) = 
       {Tool Motor, Tool Metronome, Tool Chat,  

Tool Score, …} 
Role Musician3 = ……… 
…….
Group G2 = ……………. 
……
In this case, the GestureController is a computer based 
system (human supervised or not) monitoring and 
interpreting the Conductor gesture in order to change 
the Metronome and to send a video stream to remote 
musicians. A light Director is also collaborating in the 
environment, etc.  

In such a collaborative performance environment, 
one of the Users may start by requesting the creation of 
the cooperative Group. The published Group presents 
the possible Roles that can be joined (for example, 
director, student, control 1, teacher, etc.). The joining 
to one of the role implies the automatic execution of 
the correct cooperative program (Max based or other) 
with the correct set-up (Max patch and/or with other 
parameters) on one of the computers involved in the 
cooperative environment.  

3. COS4Media Architecture Overview 
In the above mentioned scenarios a number of features 
are relevant: absolute time synchronization, the 
possibility of having undo/redo, the possibility of 
joining/rejoining the group obtaining updated status, 
fault tolerance about the information status, possibility 
of exchanging any kind of different artifacts, etc. Users 
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and tools that join or leave work groups at any time 
and the information about members have to be updated 
automatically whenever a configuration change 
happens. The COS4Media has to use information 
related to Groups, Roles, Tools for routing messages to 
the correct receivers and keeps trace of messages flows 
and occurred errors using log files. 
     The architecture proposed is fully distributed in the 
sense that all nodes of the collaborative environment 
have the same information and may play the role of 
master of group to allow saving the last final version 
of the artefacts produced. If the master leaves the 
group one of the others takes this role. As depicted in 
Fig.2, the proposed COS4Media is based on the 
following set of major components.  

Fig. 2 – General architecture of COS4Media

COS4Media-CSCW: the layer realizing the CSCW 
facilities including support: 

to establish and manage workgroups of Users, 
with   several applications and tools; 
to join and abandon a workgroup. Each 
workgroup can be joined by using its symbolic 
name obtaining updated information and the list of 
commands shared from the beginning; 
to resolve the messaging to peer nodes by using 
workgroup and roles. 
to manage different applications/tools of users 
joined with N:M relationships;  
to manage histories of changes/commands and  
perform undo/redo of commands. Including the 
resending of the status of command when a User 
re-joint or joint with delay the workgroup; 
to preserve causality and  consistency of 
commands, reordering them according to absolute 
time stamp; 
to control rights of performing commands and 
actions, accepting commands only on the basis of 
the user profile; 
to collect commands, logs, events, errors and thus 
monitoring the whole distributed system. 

COS4Media-P2P: the layer realizing the classical P2P 
facilities including support for: 

discovering the peers and thus of the users and 
applications of the CSCW; 

the absolute synchronization of the reference time 
on the different computers and thus allowing the 
execution of synchronous events and actions; 
exchanging files among peers;  
exchanging messages among peers; 
the activation/execution of programs on the peer 
node; 
hosting more peer nodes to the same physical 
computers. 

To cope with the above features the COS4Media-
CSCW has been designed by means of the classes 
depicted in Figure 3, [11]. CSCWLyaer Class wraps 
CSCW Service and provides methods for group 
management. It uses P2Player class wrapper to 
exchange information between peers. In order to make 
simple the communications among the P2P, CSCW 
and applications player the classes Invoker and 
Dispatcher have been created (their specialization are 
P2PInvoker, CSCWInvoker, etc.). Thus the Logger 
class is a singleton and allows to register all the actions 
performed. ActiveGroupList class wraps the list of 
groups currently working on the network. 
GroupManager class manages the specific group 
selected from the user.    
CM, Client Manager: a tool based on COS4Media-
CSCW and COS4Media-P2P that allows to 

public a Group structure; 
ask for the joining to other users and registering 
them; 
set up and put in execution the distributed 
cooperative Group in terms of Roles as  
applications on the several computers;  
monitor the activities of the COS4Media Layers, 
and of other applications of the cooperative 
environments (observing data, message, 
recovering errors, etc.). 

The CM is supposed to be unique for each computer of 
the distributed system. 
MuCS, Multimodal Cooperative Service: a 
library/module provided in the form of a standard Max 
external, that can be used by any patch in Max visual 
language. 
Other Applications: The CSCW and P2P layers are 
also usable in other applications as libraries. These two 
layers allows to establish and management the 
cooperative work environment in a transparent 
manner. They can be exploited by a very large number 
of multimedia and control applications. They can be 
present in multiple instances on the same 
computer/peer as depicted in Fig.2. The applications 
and the tools are identifies in the cooperative 
environment with symbolic names.

COS4Media-CSCW maintains a list for messages 
history (e.g., commands and anti_commands, to 
perform the undo) since the creation of each Group.  
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The automatic undo/redo feature is made possible for 
those applications that provide at the COS4Media-
CSCW layer commands with their associated anti-
command, which is a command that may invert the 
effect of the command itself. At application level the 
command may appear such as: 

Message ( Tool Score, ………….,
Command ( Insert Note(a,…) in C ), 
Anti_Command ( Delete Note(a) in C )   ) 

Please note that anti_command related to actions on 
attributes of artifacts (color of a note) are obtained 
regenerating the previous status. Commands and 
anti_commands have to refer to symbolic references 
into the artifact such as the logic name of elements and 
attributes, or the logic position/location. 

The applications may automatically generate the 
anti_command from a command, while the 
COS4Media is totally independent on the application 
and artefact structure and model. This permits to 
provide a collaborative support for a large range of 
applications independently of what they manipulate. 
COS4Media service has the capability to support time 
consistent execution of commands through the network 
using the COS4Media-P2P synchronization service, 
that periodically starts a synchronization procedure. 
For time critical applications, such as distributed sound 
playing, the user can also request an immediate 
synchronization procedure at any time.  

In addition, the above mentioned list of 
commands/messages is kept time consistent using the 
messages timestamp signature that every messages 
carry by itself.  

Network delivery delays may cause wrong messages 
sequences, in this case COS4Media aims to restore the 
time consistent sequence by calling anti-commands of 
wrong time messages and then redo in the right order 
the list of command (guaranteeing the consistency and 
causality of actions on the cooperative environment 
[6], [3]).  

4. Cooperative Work Support in 
Max/MSP

The MuCS provides a set of functions for tools 
working inside a cooperative activity. The service is 
implemented as Max/MSP external. In order to use this 
service to create an object inside Max/MSP Designer 
Interface is mandatory.  

In terms of the Max/MSP visual language, the MuCS 
is a box which provides a set of connection points for 
exchanging information in the Max/MSP environment 
as shown in Fig.4. The object presents three input and 
three output ports which are called inlets and outlets, 
respectively, in Max/MSP terminology (i.e., for 
sending and receiving information from the 
cooperative environment). The MuCS provides three 
different communications channels divided as 
services:

Time Critical Commands (left side inlet/outlet): 
commands that nodes in the cooperative 
environment have to execute at the same time, 
such as starting a distributed tool; 

Generic Messages (middle inlet/outlet): messages 
that do not need to be strictly synchronized, like 
parameters setting; 

CSCW Specific Controls (right side inlet/outlet): 
work group join and leave, to get the number of 
online members, etc.; 

Fig. 3 – Class diagram of the COS4Media-CSCW, COS4Media-P2P, main classes

60



Fig. 4 - Max/MSP cooperative patch example 

In order to show the effective capabilities of MuCS 
in virtualizing the cooperative activities (making 
simpler the communication of different tools among 
different patches/applications) the following diagram 
of Fig.5 is provided. The diagram depicts a use case in 
which one director and some technicians are joined 
together in the same work group. Two Max/MSP 
patches are active one for each role, including the 
MuCS external and the necessary logics. The director’s 
patch contains several interactive buttons for manage, 
remotely, different light tools in the technician’s patch. 
The situation is the following: Director wants to turn 
on the tool “light 1” in the technician’s 
patch/application.  

Director’s side: 
User press button to turn of a light; 
the Patch generates the activation message and 
sends post into its MuCS; 
The MuCS extracts Role information from the 
message and invokes CSCW sending procedure; 
CSCW searches internal Role table finding users 
having the same role and for each uses  P2P 
message service; 
P2P converts peer name in network address and 
sends the message. 

Technician’s side: 
P2P receives a message from a network address, 
converts it in peer name with the internal peer 
map and passes it to the CSCW; 
CSCW registers message and sender in the log 
file and passes the information to MuCS; 
MuCS reconstructs the Max/MSP message from 
data and uses the patch routing tool for correct 
delivering; 

routing tool uses the first word of the message for 
selecting the correct light tool and gives it the rest 
of the message; 
Tool “Light 1” is tuned on. 

Fig.5 – Virtualizing the message management

5. Examples Application 
Following figures show two different examples of 

COS4Media applications. The first consists of a 
cooperative music score editing tool (see Fig.6) see 
also [4], in the case of COS4Media data are fully 
distributed. User can choose and modified only one of 
the main score parts (in this case Violin or Cello) 
according to his own role, while he can follow any 
changes performed in all parts (Teacher role can 
modify both parts).  

The Fig.7 shows an application in which a 
multimedia context allows the creation of cooperative 
sessions involving computers with Max/MSP 
environment using MuCS. It provides some features 
regarding: 

creating, joining and leaving a workgroup; 
starting/stopping video/audio in a synchronized 
mode; 
sending messages among different nodes of the 
cooperative environment and workgroups; 
painting in the whiteboard of the joined 
workgroup; 
chatting with the workgroup members. 

All the previous cooperative actions/Tools can be 
shared with all Group users or with users that have an 
application using the same Tool. 

6. Conclusions and Future Directions 
This paper has presented COS4Media, a flexible 

Cooperative Work Support to allow creating a large set 
of cooperative applications structurally supporting 
cooperative: undo/redo (commands and anti-
commands), joining and rejoining of groups, absolute 
synchronization, concepts of Tools to allow 
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establishing more flexible grouping, activating and 
monitoring the cooperative Group with CM 
application, preserve causality and  consistency of 
commands, reordering them according to absolute time 
stamp, etc. 

Fig. 6 - Cooperative musical score editing 

Fig.7 - Cooperative multimodal session

The COS4Media has been developed for the I-
MAESTRO STREP FP6 project of the European 
Commission with the aim of creating cooperative 
applications for: (i) multimedia, (ii) gesture and 

posture recognition and tracking, (iii) music editing 
and lesson support based on MPEG ISO Symbolic 
Music Representation. COS4Media has been has used 
up to now to enforce collaborative working layer into 
Max/MSP, and also in stand alone applications for 
music editing. 
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Abstract

A Multi-agent system (MAS) is an open distributed sys-
tem of agents, some that are autonomous and some that are
reactive. They interact among themselves according to a
set of norms and a variety of protocols. Due to the dynamic
changes in the environment of the MAS there may not be
a perfect correspondence between the actual global state of
the agent’s environment and the agent’s representation of it.
This disparity introduces a level of complexity in correctly
programming the MAS. Thus it is essential to test the con-
formance of an implementation of the MAS to its high-level
declarative architectural description, before the MAS is de-
ployed for practical applications. In this paper we propose
a black-box testing method that certifies the correctness of
an implementation of MAS while identifying the faults, and
omissions in it.

1 Introduction

A Multi-agent system (MAS) is an open distributed sys-
tem of agents, some that are autonomous and some that in-
teract among themselves according to a set of norms and
a variety of protocols. An agent is obliged to respect its
norm. The content of the norm establishes for the bearer
of the norm the obligation to abide by it, and consequently
to adhere to the prescribed behavior. In exceptional situa-
tions if an agent cannot abide by its norm, its norms will
be re-instantiated so that it achieves its goals and provides
expected services in a timely manner to its clients.

We use the term context to formalize the notion of a set-
ting in which an observation is made. The setting can be
either a system or environmental setting, and an observa-
tion in that may be attributed to one or more of the fol-
lowing: event occurrence,message passing,agent state,
environmental state. An agent hasinternal context aware-
ness(self-awareness) and context awareness. In particular a

∗This work is supported by grants from Natural Sciences and Engineer-
ing Research Council, Canada

norm-aware agent must be aware of the context in which its
norm is instantiated in order that it may react appropriately.
In many applications this reactive behavior may also have
strict time constraints. These factors must be accounted for
in programming the MAS. Managing the complexity in the
behavior model of the MAS is not a small task. Conse-
quently, ensuring the correct behavior in an implementation
of the MAS is quite hard. By correctness we mean that
the program behavior is consistent with the architectural de-
scription of the MAS and the normative behavior of every
agent is not violated in the program. The contribution of
this paper is a method to test the correctness of an imple-
mentation of MAS.

It is hard to formally verify the MAS, because of the
dynamic nature of the environment and the complexity in-
volved in formalizing the environment in which the MAS
has to function. Testing, based on the architecture speci-
fication of MAS, is a formal validation of the system and
is an attractive alternative to formal verification. The test
method that we propose in this paper takes into account the
context in which the MAS functions and the dynamic agent
configurations that are formed to solve specific problems.

1.1 Basic Assumptions on Agents

By agent we mean software agents governed by BDI
(Belief, Desire, Intention) semantics. The set of beliefs is
time-varying. An agent performs actions either because it
wants to achieve its own goal or it is interacting with an-
other agent in its environment. Desires are actions of the
first kind. They are triggered by events initiated by the
agent, not affecting any other agent in its environment. In
our formalism we call such events as internal events. In an
interaction, an agent performs a set of basic actions that are
allowed by its set of goals and justified by its beliefs. We
call the events that trigger interactions as shared(or exter-
nal) events. An intention is a particular course of action to
which the agent has committed. An action intended at an
instance is to be committed at a future instance. Thus at any
instance the intention of an agent is the set of all commit-
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ted but unfinished acts. Instead of describing each agent in
isolation, we consider agent types. An agent type is char-
acterized by a set of roles. All agents of an agent type play
the same role, however they may have different implemen-
tations so that they may be used in different contexts. A
generic classification of agent types [1] consists of inter-
face agent(IA), middle agent(MA), task agent(TA), and
security agent(SA). Agents are instances of agent types.

1.2 Basis of Testing

In this paper we raise and answer the following ques-
tions: (1) how to test the correctness of an agent implemen-
tation? (2) how to test the correctness of agent collabora-
tion? (3) how to identify some behaviors in the specification
that are not in the implementation?

A BDI agent is realized as a software component match-
ing its behavior. A component corresponding to an agent
is a black box. The component behavior, defined as input-
output behavior is observed at its interfaces. If the observed
behavior of the component is consistent with the abstract
behavior, as defined by the BDI semantics, then we say the
agent has a correct implementation. To test MAS we use
a formal architectural model of it and define the compo-
nent of the MAS as a composition of the components that
correspond to the agents in the MAS. The behavior of the
composite component is expressed as a composition of the
behaviors of the components in the composition. If this be-
havior matches the abstract behavior of the MAS, as rea-
soned from its BDI semantics, we certify the correctness of
the component-based implementation.

We model the BDI semantics as a transition system, ex-
tended with abstract data types, clocks, and predicates over
data type and clock variables. The test cases generated from
such a formal specification can detect these types of flaws
as well as certify the correctness. An implementation under
test (IUT) is either an implementation of a primitive com-
ponent or an implementation of a composite component. A
test case is a sequence of events generated from the BDI
specification of the IUT, and it tests in the IUT that certain
state is reached, or a certain functionality is correct, or a
time constrained action occurs.

2 Architecture for Multi-Agent System

The software specification of an agent type is a compo-
nent type T = 〈Fr, Ar〉, where Fr , called frame is a black-
box view, and Ar, called architecture, is a grey-box view
of the agent type. The black-box view defines the interface
types, and the particular grey-box view Ar is a structured
implemented version of Fr . An interface of a component
is an instance of either notifies-interfacetype or receives-
interface type. The architecture is primitive if its struc-

turing is to be provided in an underlying implementation
(outside the scope of component specification language). A
non-primitive architecture includes several subcomponents
nestedto several levels. A specific implementation of a non-
primitive structure is obtained by (i) instantiating adjacent
level subcomponents, and (ii) specifying the interconnec-
tion between subcomponents by means of their interface
ties.

In the design the goals of a BDI agent are identified as a
list of requirements for the component. A component may
be designed to function either autonomously or be reactive
consistent with the intentions of reactive agents. A compo-
nent is given sufficient computational power,resources, and
knowledgeto complete the tasksassigned to it from its envi-
ronmental partners and deliver results within specified time
bounds. Resources include its set of beliefs, and databases
for transacting with other agents. A component commu-
nicates with other components in its environment through
messages (events) at its interfaces.
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Figure 1. Agent Behavior

2.1 Component Behavior and BDI

An abstract interpretation of agent behavior is shown in
Figure 1. The filled arrows in the figure indicate flow of
events. A message is either an input event or an output
event. An internal event corresponds to a task that the agent
has to perform by itself. The fulfillment of the desires and
communication tasks are governed by certain conditions,
formalized as logical expressions involving the terms on the
local attributes, and terms defined in the included abstract
data types. In the process of executing its plans and fulfill-
ing the desires, an agent intends certain actions. We call
them constrained actions, or time-constraints. Time con-
strained actions are to be committed by the agent within
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a window of time. Some of these constraints are made
explicit in the statement of requirements derived from the
plan. The dynamic behavior of the agent depends on its lo-
cal context, it environmental context and/or the context, and
is defined by the set of messages that can be received from
or sent to other agents in a specific application.

The states (Θ), transitions (Λ), and time constraints (Υ)
in the figure determine the behavior of an agent in fulfill-
ing a task in a specific context. A message from the con-
text is received by the agent only when the internal state of
the agent, and the interface-condition where the message is
received satisfy the specification for state change. The in-
coming message may cause its state to change, and may also
require an internal computation, which updates the agent’s
beliefs, knowledge, and attributes, shown by the arrow la-
beled with ‘Att.Func.’ Some internal action or an output
message may have to be performed in future according to
certain constraints, including time constraints. The dotted
arrow connecting the block of computation to that of time-
constrained reaction signifies the enabling of one or more
future actions due to a computation. This constitutes the
intention part of the agent. Based on an internal clock, an
outstanding event is performed by the agent, thereby gener-
ating either an internal event or an output message (or con-
trol message). By comparing this abstract interpretation of
the component with the interpretation of Bordini [3] for
AgentSpeak(L) programs we can be convinced of the faith-
fulness of the embedding of a BDI agent in the software
component that encapsulates it.

2.2 Behavior of Agent Collaboration

The behavior of the collaboration is determined by the
product of the transition systems corresponding to the
agents. The behavior of a collaboration of several agents
A = {A1, . . . , An}, where Ai is an agent is the set of (global)
states G, G ⊂ Θ1 × . . . × Θn, where Θi is the set of states
in the behavior of Ai . Informally, an event occurring at a
global state θ = (θ1i1 , . . . , θn,in), θji j ∈ Θj , is either an in-
ternal event occurring at a state θk,ik of the agent Ak or it is
shared by two agents, say Aj and Ak. In the former case,
the next global state is the tuple (θ1i1 , . . . , θ

′
k,ik, . . . , θn,in),

where θ′k,ik is the next state in agent Ak. In the second case,
the agents Aj and Ak change their statuses simultaneously.
That is,

θ′ = (θ1,i1 , . . . , θ
′
j,i j

, . . . , θ′k,ik, . . . , θn,in)

2.3 Agent Configurations

Unlike traditional systems wherein a collaboration is
static, an agent collaboration is dynamic. We view a collab-
oration as a composition of several configurations, where

a configuration is dynamically constituted in the system to
solve a certain problem or a sub-problem in one domain.
Agents in a configuration typically belong to the three types
IA, MA, and TA of agents. The front end of agents in IA
provides user interface, and helps user to represent their re-
quirements and possible solutions into message sequence
diagrams. At the back end, those sequence diagrams are
translated into Corde expressions, which are defined later
in this section. These Corde expressions are transferred to
agents of type MA who analyze the Corde Expression, de-
cide the configurations consisting of agents in TA and dis-
tribute the sub-tasks to the TAs. The task agents fulfill the
given subtasks and inform the results to the MAs. The MAs
combines the results from the TAs and give the feedback to
the IA. The component corresponding to a configuration is
a composition of components where each component is the
implementation of an agent in the configuration. These con-
figuration depend upon the structure of Cordeexpressions.

2.4 Corde Expression

A Cordeexpression is a sequence of messages combined
by a set of constructs. These constructs are n-ary constructs
whose operands are messages between agents. A Cordeex-
pression is equivalent to a configuration. Figure 2 shows
the fundamental configurations, called atomic components,
that correspond to Cordeexpressions discussed below.

Sequential Composition Construct � The expression
a � b defines the sequential composition of messages a
and b. That is, the message a is first executed, and using the
result of its evaluation the message b is executed.

Parallel Composition Construct ‖ The expression a ‖
b defines a parallel composition of messages a and b. The
result of execution is the merging of the results in time or-
der.

Composition with no order ◦and Given two messages
a, b, the expression a ◦ b defines that messages a and b
should be executed by the receiver agent, however the order
of execution is not important. The result of execution is the
set of results produced by the execution of messages a and
b.

Nondeterministic Choice Construct 	 Given two mes-
sages a, b, the expression a 	 b defines that one of the mes-
sages be executed nondeterministically.

Priority Construct 
 Given two messages a and b, the
expression a 
 b defines that message a should be executed
first, and if it succeeds, the message b is to be discarded;
otherwise, the message b should be executed by the receiver
agent.

All the constructs have the same precedence, and hence a
Cordeexpression is evaluated from left to right. To enforce
a particular order of evaluations, parenthesis may be used.
Any general configuration can be expressed as a composi-

65



tion of two or more atomic components.

3 Testing MAS Behavior

We consider state coverageand transition coverageas
the two test adequacy criteria in our testing method. A state
coveris a set of test cases required to identify each state in
the component behavior to some states in the implementa-
tion. We are interested in a state cover SCof minimum size.
A transition coveris a set of test cases required to identify
each transition in the component behavior to some actions
in the implementation. The transition si

e→ sj can be tested
by the test case t.e for every test case t in the state cover
of the state si . We are interested in a transition cover TC
of minimum size. The test suitefor testing a component
implementation is defined by T = SC∪ TC.

3.1 Step 1. Unit Testing

Each agent in MAS has a component design with its be-
havior defined by an extended transition system. We gener-
ate test cases from each transition system to test states and
transitions (functions) in the implementation of the compo-
nent. For each test case, a test is prepared and is input to
the implementation. The result from administering a test is
interpreted as follows:

Using State Cover
To test whether the implementation has a state corre-

sponding to a state s in the specification, we use the state
cover τs and its parameter list. The test τs ∈ SC is a se-
quence (λ0, λ1, . . . λi), where λj ∈ Λ, s0 ∈ Σ0 is the source
state of transition λ0 and s is the destination state of transi-
tion λi . The parameter list for τs is (t1, t2, �V′,W ′), where

t1 is the instance at which the implementation started at
its initial state,

t2 is the instance at which the implementation finished
the test request,

�V′ is the set of variables in state s, for which values at
instance t2 are required, and

W ′ = {λ | λ ∈ τs} is a subset of transitions in the test τs

that are time constrained in the specification.
Assume that the implementation responds as follows:
t1 = a, t2 = b;
�V∗ = {(V, v) | V ∈ �V′}, where v is the value of V in the

implementation at instance t2, and
W∗ = {xλ ∈ R

≥0 | λ ∈ W ′}. For each λ ∈ W ′, xλ is
the time of invocation of its implementation.

The oracle will declare that a correct implementation for
state s exists if all the following conditions are satisfied:

[finiteness] a < xλ < b < ∞, xλ ∈ W∗;
[time constraint satisfaction] the time constrained pred-

icate tc(λ) for the transition λ evaluated at time xλ is true:
that is, tc(λ)[xλ] is true for λ ∈ W ′, xλ ∈ W∗;

[functional correctness] the post condition apost(λi) for
transition λi must be true when the values of state vari-
ables are substituted in the predicate apost(λi); that is,
apost(λi)[V/v] is true when every V ∈ apost(λ) is replaced
by its value v for every pair (V, v) ∈ �V∗.

The faults uncovered by state cover test are (1) time con-
straint violation along an execution path in the implementa-
tion, and/or not performing an intended action; (2) missing
state in the implementation, which indicates that an update
to the knowledge base has failed or an inference is not com-
plete; and (3) inaccurate state implementation (inaccurate
reasoning) or action fault.

Using Transition Cover
Let λ = (si , e,si′) be the transition in the specification

for which we test the implementation. We assume that the
implementation has already been tested for states si and si′ .
Hence, there exists in the implementation states s∗i , and s∗i′ ,
which respectively correspond to the specification states si

and si′ . Let τλ = λ0, λ1, . . . , λi , τλ ∈ TC, λi = λ, be the
test case to test the implementation of τλ. The parameter

list for this test is (t1, t2, xi , xi′ , �V′
i , �V

′
i′ ,W ′

i , ē), where
t1 is the instance at which the implementation started at

its initial state,
t2 is the instance at which the implementation finished

the test request,
�V′

i is the set of variables in state si , for which values at
instance t2 are required,

�V′
i′ is the set of variables in state si′ , for which values at

instance t2 are required,
W ′

i = {λ′ | λ
′ ∈ τλ} is a subset of transitions in the test

τλ which are time constrained in the specification,
ē is the set of specification events used in the implemen-

tation during the passage from state s∗i to state s∗i′ .
Assume that the implementation responds as follows:
t1 = a, t2 = b, xi = ai , xi′ = ai′ ;
�V∗

i = {(V, v) | V ∈ �V′
i }, where v is the value of V in the

implementation at instance t2,
�V∗

i′ = {(V, v) | V ∈ �V′
i′}, where v is the value of V in the

implementation at instance t2, and
W∗

i = {xλ′ ∈ R
≥0 | λ

′ ∈ W ′
i }. For each λ

′ ∈ W ′
i , xλ′

is the time of invocation of its implementation.
The oracle will declare that a correct implementation for

transition λ exists if all the following conditions are satis-
fied:

[transition correctness] every event in ē which does not
label a transition λj ∈ τλ should not be a specification event:
for all e′ ∈ (ē\ {e | ∃λj = (sj , e,sj+1), λj ∈ τλ}) → e′ ∈
EA, where A is the GRC under test;

[pre condition satisfaction] the guard for the transi-
tion must be true: g(λ)pre[V/v] is true when every V ∈
g(λ)pre ⊂ �Vi is replaced by its value v as given in �V∗

i ;
[finiteness] a < xλ′ < b, xλ′ ∈ W∗;
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[time constraint satisfaction] tc(λ′)[xλ′ ] is true for λ
′ ∈

W ′
i , xλ′ ∈ W∗

i ;
[functional correctness] apost(λi)[V/v] is true when ev-

ery V ∈ apost(λi′) ⊂ �λi′ is replaced by its value v for
(V, v) ∈�V∗

i′ .
When any one of the above condition is false, we declare

the test case has identified a fault in implementing the tran-
sition. The faults that can be uncovered by transition cover
test are (1) missing transition (a transition is not enabled);
(2) extra transition (implementation has a functionality that
is not part of the specification); (3) action fault (a goal is not
reached); and (4) time constraint violation - an intention is
not fulfilled.

3.2 Step 2. Pair Testing

We generate test cases from the product machine of
the components corresponding to every pair of interacting
agents in the MAS. For instance, an interface agent and a
middle agent has to interact. The behavior of this interac-
tion is the product of their individual behaviors. From the
product machine, we generate the state cover and transi-
tion cover and use them to test the implementation of their
combined behavior. The test results are interpreted as in
Section 3.1.

3.3 Step 3. Testing Fundamental Config-
urations

We can test the fundamental configurations by adapting
the technique for ”pair testing”. A general configuration
can be tested by splitting the configuration into fundamental
configurations, testing the fundamental configurations inde-
pendently, and putting these results together.

Testing the Component for Sequential Construct
The atomic configuration in Figure 2(a) can be split into
three sets of interacting pairs: 〈MA,TA1〉, 〈TA1, TA2〉
〈MA,TA2〉. The implementation of each pairs is tested
individually by the technique described in Section 3.2.

Testing the Component for Parallel Construct The
atomic configuration in Figure 2(b) can be split into
two independent sets of interacting pairs: 〈MA,TA1〉
and 〈MA,TA2〉. Although TA1 and TA2 are of the same
type, it is necessary to test both the pairs 〈MA,TA1〉, and
〈MA,TA2〉. The technique described in Section 3.2 can be
used to test their implementation.

Testing the Component for And Construct The
atomic configuration in Figure 2(c) can be regarded as an
interacting pair, one of them is the component MA and the
other is the composition of components TA1 and TA2. Let
TA denote the composition of TA1 and TA2. We test MA
using unit testing method discussed in Section 3.1, and test
the composition TA of components TA1 and TA2 by pair

(a) Sequential Construct � (b) Parallel Construct ‖

(c) And Construct ◦ (d) Nondeterministic Choice
Construct �

(e) Priority Construct �

Figure 2. Atomic Components of Corde Con-
structs

testing discussed in Section 3.2. We test the interacting
behavior of MA and TA by applying again pair testing: that
is, we construct the product of the behaviors of MA and TA
and generate test cases from it to test the implementation of
the interaction between MA and TA..

Testing the Component for Nondeterministic
Choice Construct The atomic configuration in Fig-

ure 2(d) can be split into two independent sets of interact-
ing pairs: 〈MA,TA1〉, 〈MA,TA2〉. The semantics of non-
deterministic choice forces us to test both the pairs. The
technique described in Section 3.2 can be used to test their
implementation.

Testing the Component for Priority Construct The
atomic configuration in Figure 2(e) can be split into two in-
dependent sets of interacting pairs: 〈MA,TA1〉, 〈MA,TA2〉.
The semantics of priority forces us to test both the pairs.
The technique described in Section 3.2 can be used to test
their implementation.

3.4 Testing a General Configuration

In this section, we take the example discussed in [6] to
illustrate our approach to testing a configuration of MAS.
A simplified version of the travel planning problem(TPE)
is as follows: Caroline would like to meet Liz in London
for preview receptions of an exhibition at the Tate Gallery.
These will be held at the beginning of October. Both Liz and
Caroline have other appointments around that time, and
will need to travel to London from their homes in Paris and
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New York. Plan a solution.For simplicity of presentation,
we only present the procedure for Caroline. There should be
another part in the figure for Liz. The agent IA interacts with
users, produces a sequence diagram as shown in Figure 3
(a), and translates the sequence diagram into the Cordeex-
pression (m1 � m2) ‖ (m3 � m4) ‖ (m5 � m6) � m7 � m8.

(a) Sequence Diagram for TPE (b) Configuration for TPE

Figure 3. TPE Example

After receiving the above description from the HAs, the
MA creates the agent configurations as shown in Figure 3(b)
and initializes the task agents in the configuration with the
data required for solving the problem.

Using the test case generation methods described in the
earlier sections we can generate test cases from the archi-
tecture shown in Figure 3(b) to test an implementation of
this configuration. A step by step guide line follows:

1. The components HBA, ATA, DA, PTA1, PSA,U, T,
PTAC, and MA are primitive. Test them using unit testing
method.

2. Test the component IA using pair testing on the pair
〈U, T〉.

3. Test the interactions on the pairs 〈HBA,PTAC〉
〈ATA, PTAC〉 〈DA, PTAC〉.

4. Let C1 denote the configuration (as shown
in Figure 3(b)) composed of the components
HBA,ATA, DA, PTAC. Test the interaction between
C1 and MA. Test the interactions between the pairs
〈MA,PTA1〉 〈MA, PSA〉. This completes the testing of the
interaction between TA and MA.

5. Test the interaction between MA and IA.
6. Consider the composition of MA and IA as a com-

ponent C2. Test the interaction between C2 and TA. This
completes the testing of the component MAG1.

4 Conclusion

The main contribution of this paper is a black-box test-
ing method for multi-agent systems. We encapsulated an
agent as a component whose behavior satisfies the BDI se-
mantics of the agent. By introducing a transition system
extended with knowledge stores, guards that enforce nor-
mative constraints and time restrictions we model the BDI
semantics as accurately as possible as software components.
We stipulate that state cover and transition cover generated
from such a transition system is sufficient to test the confor-
mance of the implementation to the component-based archi-
tecture of agents. In the MAS architecture, an IA is trained
to produce a Cordeexpression corresponding to a message
sequence diagram. The MAs are given two kinds of exper-
tise: (1) knowledge to understand and interpret message and
(2) use the information in message and Cordeexpression to
construct a configuration of task agents. Thus, the test cases
are generated from dynamically constituted agent configu-
rations in the MAS. We have explained how to interpret the
test outcomes. We intend to automate the test case genera-
tion, testing, and interpretation of test results in future.
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Abstract 
Web sites often include a huge amount of information, which might disorientate users and let them loose a full awareness 
about the subject of their surfing. Furthermore, required data might need several steps to be reached and it can be difficult 
to deep the knowledge without a considerable waste of time. This work is intended to reduce these difficulties, introducing 
a browsing model based on Ajax strategies. A new visual semantic is introduced through special double underlined link 
that means connections to “mini pages”, special metadata which extend standard meta tags, usually present in web pages 
code. This model draws inspiration from an enhancement of metadata associated to web pages considered as a complex set 
of data. Such as in JPEG, PDF and MP3 files, also in web pages raw data, indispensable for the visualization, can be 
completed aggregating meta information. Added data allows the introduction of a double “miniature” of the page. This 
miniature is information and not graphical web page summary, edited in authoring phase. It can be shown directly as a 
preview from the hotwords linking to this web page with different detail levels: preview itself eventually includes links to 
other pages, which are shown with a lower detail level. Ajax technologies may accomplish these improvements without 
increase information load associated to this enrichment of data set associated to web pages: a model based on these 
technologies is presented, exploiting JSON (JavaScript Object Notation), a recent lightweight computer data interchange 
format. JSON is used for representing objects and other structured data over a network connection. JSON finds its main 
application in Ajax web application programming, instead of XML for asynchronously transmitting structured information 
between client and server. Finally a study case is shown as a testing benchmark for this model. 
 
 
1. INTRODUCTION 
Sharing information has built the Web success: everybody 
knows related link system that shows pages related to 
contents of a specific web page, the importance of search 
engines and other instruments to find and select required 
information in a large amount of data in World Wide 
database. Finding data might be complicated and the 
searching process might last long times. 
A practical way to increase the user’s awareness surfing 
the Web is an enhancement of capabilities to anticipate 
and complete the content of information related to a web 
page [1]. This foreseeing characteristic can  be found in 
many web in graphical form as pop-up, little windows and 
canvas containing multimedia objects, presenting 
attractive and summary issue related to the source link. 

For example we can remind of IntelliTXT technology 
that exploits special green double underlined hot-words, 
developing an on-mouse-over action to pop-up a window 
containing hyper medial advertising information. This and 
similar technologies take part in a innovative standard 

practice spreading in web pages, that is an enrichment of 
communication semantic with many new items. 

Our work is connected to this trend in Web 
realizations and it presents a new browsing model, using 
Ajax technologies and proposing three main targets: 

1. To offer to Internet surfers a more detailed vision 
and a wider and better contextualization; 

2. To make required information reachable in lower 
number of steps; 

3. To allow all the above listed benefits without a 
proportional or overwhelming load in terms of 
band occupation or information packets traffic. 

 
2. EWF MODEL: EXTENDED WEB PAGE 

FORMAT DEFINITION 
Theoretical and technological evolution trend expresses a 
strong need to describe information by additional 
information.  This trend involves all data types such as 
simple raw data and complex data elements. For an 
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instance it is possible to consider raw objects evolution as 
pictures, sounds and various multimedia objects: attached 
to raw objects we can find additional elements 
representing a deeper description of the data. In other 
words, information of information, or metadata, is used to 
facilitate understanding, use and management of data.  
Few years ago the most part of data sets was just 
described by its file name: it was the case of audio, 
graphical, text and many other kinds of files. Conversely, 
nowadays the above mentioned types of file contain many 
metadata chunk referring to specific object characteristics: 
inside MP3 files we can find ID3v2 fields describing 
author, song name, genre and so on; inside JPEG files is 
plugged an EXIF record, storing recording date, 
copyright, comments and various other data; inside PDF 
files there is a supplementary record describing a 
summary, the keywords of the document, copyright notice 
and so forth. 
Also more complex data can be provided by metadata [2].  
It’s possible to discern descriptive metadata, which only 
list characteristics of the file, from synthetic metadata, 
which are elaborated by determinated function to get 
proper targets starting from data included in the file [3].  
We explicitly stress that metadata can be conceived not 
only as a short keyword list of the related file, describing 
the file itself, but also as a reduced  and simplified view  
of the object [4]:  

a) The first metadata type can add new elements to 
those already present in the file;  

b) The second metadata type is a simple redundance 
respect to originary file, but in a reduced 
informative view. 

This difference is pointed out in many metadata associated 
to graphic picture formats: it is possible to find 
description, date, time and author of the picture, providing 
really new information and therefore this information can 
be classified as metadata of descriptive type [6]. 
Conversely, synthetical type of metadata doesn’t add any 
information, but it is a simple “miniature” of the file 
content. In many graphic and picture files it is possible to 
meet a reduced icon, showing an image preview: this 
preview doesn’t add any new information to those already 
included in the main file, but it allows to get a synthetical 
and light version of it. In analogy to other file formats 
above listed and described, this work proposes a new 
Extended Web Page Format (EWPF), whose description 
will be provided in the following part of this section. 
Metadata extension of web page includes two outstanding 
elements in addition to those usually existing in a standard 
web page, storable among XML file metadata: two 
information miniatures, which constitute two levels of 
summaries of the corresponding page. We want to stress 

that these miniatures have not graphical connotation, but 
they represent an information hypermedial abstract. 
These miniatures have been conceived not only as a trivial 
shortned version of the corresponding web page, but also 
as a significant and possibly captivating preview of page 
contents. It’s clear that miniatures consitute quantitative or 
qualitative information, descriptive or synthetical, as they 
can be managed by web authors depending on the peculiar 
design [5]. Miniatures aren’t straight and automatically 
obtained by the browser, but they are provided and edited 
in authoring phase, together to other metadata present in 
meta tags. So author can write new words and include 
multimedial elements not present in the real web page: he 
has to take care of the only constraint of contextual 
coherence between web page and the relative miniatures, 
needed to save logical wholeness of the page and avoid 
information confusion. The picture illustrates a scheme of 
extended web page. In Hidden data section, shown in the 
first part of the page, there are the two miniatures 
described above, α e β, together to other meta tags: the 
first ones are hypermedial while the meta tags are tipically 
textual objects. Below Hidden data, Visible data are 
coded, which contain all objects really displayed in web 
page. In correspondence to web page extension through α 
e β miniatures metadata, web page visible data must 
include some special extended links, pointing just to 
miniatures. This special extended links inherit standard 
links functionalities, but enhance tooltip textual 
functionalities by a more general multimedial content. The 
appearance of an extended link is similar to a simple link, 
but the hotword can be, for example, double underlined. 
However hotword style of extended links can be 
customized and specified by author in CSS definitions. 
Many examples of these links can be found surfing the 
web, showing hypermedial contents. 
 

Hidden
data

Visible
data

META
WEB PAGE

DATA

META  TAGsMINIATURE

MINIATURE

β
α

OBJECT

OBJECT

OBJECT

TEXT CODEExtensions

 
Figure 1: Extended web page format 
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3. EWF MODEL: HOW DOES IT WORK 
Surfing the web, when users put the cursor over a web 
page extended link hotword, two actions may happen: 
1. He may click on the hotword; 
2. He may stay over the hotword without clicking it. 
In the first case, the linked web page is totally displayed 
(WEBPAGE_1 in Figure 2). In the second case, a special 
extended multimedia tooltip will appear, including objects 
of different format, simple links and extended links too 
(MINIATURE α in Figure 2).  
The user can now choose: 
1. He enjoys his tooltip and then come back to the 

original web page; 
2. He clicks simple or extended links inside 

MINIATURE α because he wants to display the 
related web page (WEBPAGE_2 in Figure 2); 

3. He hovers the mouse over an extended link, 
displaying a second extended multimedia tooltip, less 
detailed then the first (MINIATURE β in Figure 2). 

Figure 2 illustrates by a tree data structure all the cases 
listed above: 

WEB PAGE_0 WEB PAGE_1 WEB PAGE_2

MINIATURE

MINIATURE

α

β

EXLINK

onMouseOver

onMouseOver

onClick

onClickAjax

Ajax

Figure 2: How does extended web page format works 

After a Client request, displaying process starts when the 
web Server restitutes to the Client, through output of the 
parse.php function, a string object representing the 
miniature of desired detail level (Zoom = ALPHA or 
Zoom = BETA in figure 3).  
Page request processing is managed by Ajax techniques 
that involve just data closely necessary to compose the 
miniature [7,8, 9, 10].  
We stress that without Ajax innovative technologies a 
page request would involve the pre-fetch of a whole page: 
this operation would require an unnecessary flow of data, 
a information overhead and a resulting more confused 
operationIt’s now understandable that β miniature is a sort 

of second level meta information, less accurate and 
smaller then α miniature first level meta information.  

 
CLIENT

REQUEST 

REQUEST 

SERVER

XMLHttpRequest

parse.php
script

REMOTE_MiniatureALPHA_URL=
“parse.php?WPAGE=

page_1.html
&

Zoom=ALPHA”

REMOTE_MiniatureBETA_URL=
“parse.php?WPAGE=

page_2.html
&

Zoom=BETA”

Zoom = ALPHA

Zoom = BETA

Miniature α

Miniature β

1

4

2

3

Figure 3: Client/Server XMLHttpRequest interaction  
 
In other words a β miniature may be displayed only 
starting from a hotword included in an α page miniature 
and not directly from the starting page. α and β miniature 
objects are accessible by an external request 

 
REMOTE_MiniatureALPHA_URL="parse.php?WPAGE=
page_1.html&Zoom=ALPHA"; 
characterized by Zoom parameter that specify the detail level of 
the displaying page:  
 
switch (Zoom) { 
    case ALPHA: α level miniature will be shown; 
    case BETA: β level miniature will be displayed; 
    default: the full page related to the link will be displayed; 
} 
 
Discrepancies between α and β are not only quantitative, 
depending on the higher or lower detail level of 
information in them contained, but also hierarchic, 
because only from a α miniature it is possible to reach a β 
miniature and not vice versa.  
 
4. JSON IMPLEMENTATION 
JSON (JavaScript Object Notation) is a recent lightweight 
computer data interchange format, used for the 
representation objects and other structured data over a 
network connection [11].  
JSON finds its main application in Ajax web application 
programming, instead of XML for asynchronously 
transmitting structured information between client and 
server.In this section are presented the most important 
code fragments of a Json imlementation of the model 
described above.  
The following code fragment is drawn from a CSS 
definition of extended link appearance:  
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<style>              

.EXlink                <!-- Definition  -->

  { text-decoration: double-underline; 

    border-bottom: 1px solid; 

    color: green; 

  } 

</style> 
             

            <!-- Employment -->

<a href="newpage.html" class="EXlink" 

onMouseover="javascript:miniature_A(this)"> 

MyHotWord </a> 

 

 
Note that we show in bold the main action of this 
function. The second code fragment describes the 
operation of miniature_A 

So, the object REMOTE_MiniatureALPHA is a 
container of the received data, Ajax JSON Data 
Flow; In particular, in our model this object is a simple 
HTML data string which represent the miniature ALPHA.  
If the REMOTE_MiniatureALPHA HTML string 
contains a hyperlink tag, then this link is managed by a 
similar function to miniature(page) called 
miniature_B. We skip the code related to this second 

function but we outline just definition of the new data 
container MiniatureBETA_URL. Specifically: 
 
 REMOTE_MiniatureBETA_URL = 

"parse.php?WPAGE=page_2.html&Zoom=BETA"; 

 

So, the main difference between miniature_A(page) 
and miniature_B(page) functions is represented by 
Zoom level of the remote page requested: the first 
function achieves meta information about a remote page 
that is more detailed than the second function. 
We explicitly repeat that an EXLINK can output so in full 
HTML page as in an ALPHA Miniature, with the 
difference that an EXLINK included in an ALPHA 
Miniature is managed by BETA and not ALPHA 
Miniature. 
The simple data representation code of the current page 

Miniature is made by Javascript Object Notation (JSON) 
formalism: 
 

var MiniatureALPHA = { "description"    : 

"....Html Code....",  }; 

 

 

 

 
 
<script> 
function miniature_A(page)  
  {  
     // ... Cross-Browser DHTML code to generate  
     //     a graphical miniature widget ... 
 
REMOTE_MiniatureALPHA_URL="parse.php?WPAGE=page_1.html&Zoom=ALPHA"; 
        
var REMOTE_MiniatureALPHA; 
           // XMLHttpRequest Creation  
       var http_request = new XMLHttpRequest();          
       http_request.open("GET",  
 
REMOTE_MiniatureALPHA_URL, true); // Ajax JSON Data Start 
       http_request.onreadystatechange = function () { 
               if (http_request.readyState == 4) { 
                   if (http_request.status == 200)  

{ // Ajax JSON Data receiving 
 REMOTE_MiniatureALPHA = eval("(" + http_request.responseText + ")");   
                    } 
        else { 
                          alert ("There was a problem with the URL."); 
                        } 
                        } 
// Ajax JSON Data Stop  
http_request = null;                                
          }; 
        http_request.send(null); 
  } 
</script> 
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5. STUDY CASE 
 

 

FULL
PAGE

MINIATURE
α

MINIATURE
β

PAGE_0 PAGE_1 PAGE_2

 
Figure 4: Example: pages with their metadata miniature objects. 

 
Figure 4 shows an application of our browsing model. The 
pages are displayed together to their own minatures, in the 
fashion they are displayed when the user require them, 
acting on extended links on the original page or on a 
generalized tooltip. In Figure 5 we can observe real image 
of a double mouse-over action on extended links: the first 
tooltip shown on the original page is an α-miniature 
stemming from the exlink visible on the full page; the 
second shorter tooltip is a β-miniature deriving from a 
mouseover event on α-miniature tooltip. 
 

 
Figure 5: Real visualization of extended tooltip at the maximum 

level of displaying 

 
We can observe that a β-miniature can’t be originated 
directly from full page: this choice may be justified by a  
likely need of a more accurate information starting from a 
full page and a reduced information starting from an α- 
miniature tooltip, representing a lower level of 
information detail. 
 
6. CONCLUSION 
It is clear, specially considering the example just 
discussed, the potential benefit that might come from the 
introduction of this nested levels of information, built in 
web pages through an enhancement of meta information 
included in the page code as special metadata.  

The drawbacks originating from this new and extended 
approach to tooltip objects and links can be found in a 
more toilsome authoring phase, because miniatures aren’t 
automatically inserted in the web pages, but they require 
an author’s accurate and coherent design and realization.  

Nevertheless the user can take strong advantage by a 
global sight of the information included in the web site 
and by saving time to retrieve the desired information set. 

Some issues can derive from the Ajax lack of a cross-
browser operation , nevertheless this remains a captivating 
technique, for its typical light management of information 
flows. A possible development of this research will bring 
us to conceive a new way to represent information in a 
more smoothed fashion, as recommended by W3C, a 
deeper context awareness and a more comfortable surfing 
for the users. 
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Abstract
Developing high quality application systems is always an

important task. As the average lifespan among human beings

increases, the amount of aged population with chronic

diseases also increases. Remote Home Healthcare Services

(RHHS) is an efficient solution to improve the living quality

of aged people and to resolve the growing cost in

hospital-care and medical treatment facilities.

A goal of RHHS solution is to provide high quality systems

which would directly be beneficial for those people with

chronic illnesses at home. With this equipment, we could be

able to take care of and monitor their health status. Therefore,

usability and reliability of the equipment are key focuses

during the development of quality RHHS systems. One

common way to improve system quality is to perform system

verification and validation. In this paper, we proposed a

verification method that explains the strategies and

executions for verifying healthcare systems. In performing the

systematic method, we effectively reduced time and effort in

re-testing and tracing bugs at the system integration and

testing stage. The method could also be a guideline for

persons who are in charge of testing similar systems.

1. Introduction
Developing high quality application systems must be an

important objective in software engineering. In the past,
improving test and maintenance techniques was considered
an important stage for improving system quality. Many
testing methods were proposed, for example: path testing,
boundary value analysis, equivalence partitioning,
transaction-flow analysis, etc. Nowadays, people further
import the concepts of completeness and consistency
checking. At an early stage in system development, it has
been proposed to import requirement analysis into the scope
of quality system development. Requirement traceability is
also performed from the system analysis stage, through the
whole system development life cycle, to integration testing,
and even until the duration of system maintenance.

We have developed home healthcare equipment. Now
through system verification techniques and methods, we
would improve its usability and reliability.

In this paper, the first section inquires about some relative

system verification techniques. Then, the next sections
describe the architectural concepts of a healthcare system
(HCS) and its internal characteristics. A system verification
strategy with its meanings and focuses is shown in the fourth
section while a method is described about test cases
generation and execution in the fifth section. The testing
results and discussions are recorded in the sixth section.
Finally, the conclusions and future prospects are discussed.

2. System Verification Concepts
As information technology advances, the medicine

methodology also progresses. Human lifespan is increasing.
In 2000, the population of those over 60 years old around the
world already exceeded 600 million [1]. By 2025, this
number is expected to be more than 1.2 billion. The amount
of aged population with chronic diseases is higher. The
Healthcare Information and Management System Society [1]
(HIMSS) showed that there are 800 million people with
chronic diseases in the world. These people are going to raise
budgets for medical treatment. In the USA, the budget will go
from US$5 to 7 billion in year 2020. If people use
information technology to develop high quality systems for
home healthcare services, it will effectively reduce the cost of
medical treatment.

Patients with chronic diseases need long-term care to
reduce pathologies. If they are hospitalized over a long period
of time, it is not only a financial and emotional burden on
their families but also a waste of resources in hospitals.
Therefore, one effective solution is to take care of chronic
patients at home. In MIC’s research [2], USA and Japan had
confirmed a policy of digital home healthcare in medical
treatment for the next ten years. It showed an imperative
situation, wherein home healthcares are going to rely on
innovation and application of information techniques.

When home healthcare equipment are provided with
information technology and are combined with system testing
techniques, they will be able to service end-users with higher
quality. Some testing techniques are proposed in the
following sections.

2.1. Test case generation
Crnkovic [3] introduced a component-based developing

and testing method. Test cases were generated from unit
functions in components. He tested one component by one
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unit test case at a time and recorded its results in documents.
However, while components were integrated into systems,
the results would be treated as black-boxes in the system
testing phase.

Wei-Tek [4] suggested three techniques to perform a unit
test. They were specification-based test case generation,
collaborative testing, and group testing, which could enforce
the trustworthiness of the WS components before they were
integrated into the new composite WS. In the
specification-based test case generation, however, it did not
mention possible test scenarios while components were
integrated into systems.

Deng and Sheu [5] used UML methodology to analyze a
software system. They proposed a Semantic Software
Development Model (SSDM) to develop a system as the
basis for software testing and maintenance, which were
performed at several different levels of abstraction:
algorithmic level, class level, use case level, and system level.
They also systematically described a set of model-based
strategies for test case generation. They generated test cases
through the system executive path. However, in a multi-user
system, those paths will interactively influence each other.
System failures might frequently come from the firmware or
hardware. Hence, the method might not guarantee reliability.

2.2. Test strategies
Embedded systems usually require a series of rigorous

white-box, black-box, module, and integration testing before
developers can release them to the market. Weyuker and Jeng
[6] introduced analytic partition test strategies. Wei-Tek
suggested a verification pattern (VP) approach to develop test
scripts quickly [7]. They generated scripts based on
classifying system scenarios into patterns (SP). The eight
categories of SP could cover 95% when testing a commercial
defibrillator. Those test strategies passed the structural testing.
Nonetheless, it would be difficult to debug when developers
need to find out which phase the bugs were in. In other words,
it could rapidly test, but it may not debug quickly. Rohit
Kapur [8] defined that a low-cost test requires satisfying three
characteristics: predictable test, low-tech approach to test
complex technology, and efficient test. This concept might
also be applied successfully in testing a healthcare system.

2.3. Test methods
There are many test methods [9]. Some are suitable for

software testing, like path testing, boundary value analysis,
and equivalence partitioning. Some are suitable for software
integration testing and system testing, like transaction-flow
analysis, performance measurement, recovery testing,
security evaluation, and user interface verification. Each
method has its own suitable time and scope.
Aside from the abovementioned tests, people might also
consider simulating testing environments, choosing testing
tools, detecting and tracing bugs, etc. In this paper, we would
like to focus on test case generation and test strategies, which
we discussed in the start of this section.

3. Architecture Design Layout for a Multi-User
Healthcare System

The Home Healthcare System (HCS) is designed to

satisfy the need for home healthcare services. For RHHS,
equipment should at least collect bio-signals, transmit
messages, and perform human-machine interaction. It is a
multi-user version. Its communication is through Ethernet.
An architectural concept of HCS is described in Figure 1.

Figure 1. An architectural concept of HCS

While patients with chronic diseases use HCS to collect
and measure bio-signals at home, HCS must respond with
proper signals to the users. Sometimes, important messages
should be sent to a bio-server for analysis. Furthermore,
HCS is also a communicable equipment between remote
nurses and patients at home. Remote nurses could interact
with patients through the equipment. Another important
function in HCS is the emergency button. When someone
presses the button, a remote healthcare center will take
urgent actions by SOP. Some characteristics designed in
HCS are described as follows:

(1) XML-Based multi-user architecture. Through the
XML technique [10], we designed a XML-Based multi-user
architecture. Patients could use HCS to measure two
bio-signals at the same time. This design could extend users
and equipment. It could also reduce waiting time in a queue.
On the other hand, nurses could oversee more patients in a
limited time. XML-Based multi-user parameters are shown in
Figure 2.

Figure 2. XML-Based multi-user parameters

(2) Adaptive rules for unusual bio-signals. Unusual and
dangerous alarms are triggered by a patient’s own adaptive
rules. These settings could be set while the system is installed
or updated remotely. The content of the rules is shown in
Figure 3.
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Figure 3. Adaptive rules for unusual bio-signals

(3) Remotely update customized services. If customers
would like to add services, a system operator just needs to
operate update functions in a server. After performing
interactive Q&A, the server will mark a symbol on the client
and prepare to update its services. It will not modify any
hardware models while the system is executing remote update.
Event handlers for remote updating are designed in Figure 4.

Figure 4. Event handlers for remote update

(4) Secure messages transmission. We needed to design
highly reliable and secure transmission channels between
HCSs and a bio-server. A point-to-point transmission
mechanism was defined and named as the Healthcare
Message Gateway (HMG).

In HMG, a sender was defined as MsgSender while a
receiver was defined as MsgReceiver. Both MsgSender and
MsgSender have special pre-package attributes (PPA) and
common mapping tables (Figure 5). After the MsgReceiver
obtains the messages from MsgSender, with a Secure lock
code (Slock-code), it would decode messages using the PPA
mapping table.

Figure 5. PPA in HMG

A complete message transmission in HCS contains
sending and receiving. While messages are dealt with by PPA,
a messageAck was first sent out by MsgSender. While
msgAck was responded to by MsgReceiver, MsgSender will
send PPA messages to MsgReceiver. If MsgReceiver
successfully decodes the data, it will respond an Ack to finish
this transmission. The flow is shown in Figure 6.

Figure 6. PPA messages transmitted in HMG

While Client A in Figure 6 has sent messages out in Step 2
or 4, but has not received Ack from Client B in Step 3 or 6,
this transmission must be treated as a failure. In a failed
situation, Client A must trigger a re-send mechanism while
Client B should trigger a duplicate check mechanism.

(5) Implementing system in components. All functions in a
system are component-based. The life cycle of components
starts from design to implementation, whereas integration test
and maintenance are contained in a system development life
cycle and are traced in a requirement traceable mechanism
[3].

HCS was developed through a waterfall life cycle model.
We hoped to provide a complete, secure, reliable, and
user-friendly HCS. Therefore, we tried to develop HCS with
conscientious quality control processes. We began to consider
a test plan in an early design stage and simulated all kinds of
scenarios as much as possible.

4. Test Strategies
We divided system verification into four phases: (1) Unit

testing phase: incoming verification and software workbench
testing; (2) System testing phase: executing system
integration and testing. It especially focuses on installation
and un-installation testing, remote update testing, network
security testing, and system applying scenarios testing; (3)
Reliability testing phase: executing loading capability and
stability testing; and (4) On-site validation: validating by
end-users. Figure 7 shows their relations. Some details are
described as follows.

4.1. Unit testing phase
In order to validate isolating hardware specification, we

planned to perform incoming inspection verification. In this
phase, focus will be placed on hardware and its surface and
functional specs, LEDs standard, com ports, power voltage,
memory capacity, etc.

Testers separated this task into visual specifications testing
and functional guideline testing in orders. In the visual
specifications testing sub-phase, testers would inspect
hardware according to the defined front and back specs of
HCS. In functional guideline testing, testers would inspect
each function by test cases.

If it passes visual specifications testing and functional
guideline testing, then it means that it validates isolating
hardware specification.

The purpose of performing software workbench testing is
to make sure of the correctness of independent software
functions. Software testing would focus on whether or not
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bio-signal values are properly shown and alarmed. It would
also pay much attention to user interface functions and
emergency signal handling.

Figure 7. HCS four testing phases

There are two sub-phases in software workbench testing.
First, we would focus on software unit test. In the
implementing stage, developers program codes according to
design documents. They also play the role of testers at the
same time and cross test their codes. They are supposed to
make sure of the correctness of others’ independent unit
functions. Second, we would focus on the software scenario
test. Developers would test software scenario functions
according to integrated scenario test cases. Testers would
make sure that integrated functions and components could
collaborate formally and as expected.

Finally, a test manager would check consistency between
integrated scenario functions and what was written on the
design documents. He is responsible for confirming
implemented functions based on what was written on specs.
Before performing this sub-phase, the test manager should
control versions of source codes using a configuration change
tool.

If it passes software unit test, software scenario test, and
consistency checking, it means that the software in the
workbench is verified.

If it passes hardware incoming verification and software
workbench testing, it means it has finished the unit test phase
and could enter the system testing phase. Before system
testing phase, testers should deliver unit test reports which
contain results of hardware incoming verification and
software workbench testing.

4.2. System testing phase
The purpose of system testing is to ensure that HCB could

be executed correctly. Before entering this phase, HCS must
have passed the unit test. In this phase, testers treat unit
functions as black-boxes. Therefore, they would try out the
full HCS.

System testing was divided into four sub-phases. They
were named as HCS integration testing, bio-server integration

testing, system integration testing, and functional consistency
checking. The scope is shown in Figure 8. Some details are
described as follows.

(1) HCS integration testing. Testers would check HCS by
system test cases. In this sub-phase, it would focus on the
correctness of software installation and un-installation,
remote update, and network security. It would also pay much
attention to the soundness of HCS applying scenarios.
Furthermore, it would also test the collaboration between
HCSs and the bio-server which was simulated

Figure 8. Scope of system testing

(2) Bio-server integration testing. Before this sub-phase,
the bio-server should finish its own isolating system testing.
In this sub-phase, it would test to cooperate with HCS, which
was simulated. However, the details of design specs and test
methods of bio-server are not included in the scope of this
paper.

(3) System integration testing. In this sub-phase, testers
would check collaborating functions between HCS and the
bio-server by system test cases. It would focus on the
architecture between HCS and bio-server. For example,
interactive problems transmission, and remote system
configuration update.

(4) Functional consistency checking. The purpose of
functional consistency checking is to ensure whether or not
the functions implemented are the same as the original
customers’ needs. The test manager should compare system
scenario functions with what was written on specs.

If it passes system integration testing, network secure
testing, and functions consistency checking, it means that the
system functions are correct and could enter the reliability
testing phase. This implies that HCS is ready for public
demonstration.

4.3. Reliability testing phase
The purpose of the reliability testing phase is to verify

whether or not HCS would work properly in the patient's
house 24/7. We should put HCS into a loading and stable
testing environment, which is an independent network. We
would test HCS functions again using system testing cases in
that environment. It is to ensure that HCS could work
correctly and effectively in a real network.

In this phase, it would focus on three points. In a large
services requested environment, HCS should first be able to
work correctly. Second, HCS should still work with
estimated performance, even in a jamming network. Third,
HCS should recover into a normal status, after loading and
stable testing is terminated.
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If it passes the reliability testing phase, it means that HCS
is a nice quality system. It could be an important healthcare
equipment at home.

4.4. On-site validation
The purpose of this phase is to understand real situations

while end-users operate HCS. Testers would collect
feedbacks learned from end-users. These are used for
improving the HCS’s functions and expanding its market in
the next version.

We would like to provide user manuals to related triers
who carry HCS out in practice. We expect a total of 20
persons who are nurses or patients to be triers in a hospital.
They will exercise HCS for two to three months and record
their feedback on a weekly basis.

5. Test Case generation
There are three designed types of test cases: unit test case,

integrated scenario test case, and system test case. The goal
of unit test cases is to verify the correctness of unit functions,
which were built from design documents. The goal of
integrated scenario test cases is to verify requirements or
special goals, which were combined from several relative unit
functions. The goal of system test cases is to verify full
executing system.

Test cases are generated at stages of the system
development life cycle. Unit test cases are generated by
design documents while integrated scenario test cases are
created by requirement spec documents. System test cases are
used to validate original customers’ needs. One example
about test cases generation is shown in Figure 9. Its
descriptions are illustrated as follows.

Figure 9. Test case generation

Original needs in the scenario are “S001-Connect a
tonometer (1st) to measure bio-signals. Then, show
bio-signals on the LCD of box. If the measured values were
unusual, then device sent out alarm by voice. Send out this
measured record to bio-server.” S001 is analyzed at the
requirement analysis stage and recorded in the requirement
document, as follows:

“001- Connect a tonometer (1st) to measure
bio-signals (MB). Then, show bio-signals on the LCD
of box.”
“002-Create measured results (MR) by XML, put it in
outgoing folder.”
“003-If the measured values (MV) was unusual, then

device sent out alarm by voice.”
“004- Send out these measured records to bio-server.”

Then, 001 and 002 are designed into three unit functions,
as follows: “001-01-Acquire MB from tonometer;”
“001-02-Acquire current status of user interface (UI). Try to
transfer between different UI. Try to put new values and
redraw UI” and “002-01-Create MR by XML, put it in
outgoing folder, let them ready to transmit.”

Consequently, the scope and content of unit test cases are
really generated. The unit test case ID is TU001-1, TU003-1,
TU04-1, TU04-2, and TU04-3 in this example. Integration
scenario test cases are generated by combining some unit test
cases in requirements, as follows: TI001-1 and TI004-1.
Finally, TS001, a system test case, is generated to map the
original needs-S001.

Every test case includes the following columns: testing
name, test case ID, test step (each step contains pre-defined
input data/frame, pre-defined output (pass/fail criteria),
practice output, etc.), environment requirement (software and
hardware), testing results, special needs of testing process,
pre-test case ID, tester signature, tester/developer manager
signature, remark, etc.

6. Discussion
Testers have executed the test based on test strategies.

There were 43 test cases in hardware incoming verification,
wherein 22 were visual specifications test cases and 21 were
functional guideline test cases. Eight problems were detected
in the first testing cycle, where one was about visual problem,
and the others were about functions among which there were
five in firmware and two in peripherals. Details are described
as follows:

1. OS Image did not support the Chinese environment.
2. There was no method about an automatic execution

program when the boot-load was triggered.
3. Automatic canceling memory management could not work.
4. Could not set up the boot LOGO by myself when hardware

is booted. It needed this function.
5. ADSL (PPPoE) protocol could not work formally.
6. COM port number 2 could not work formally.
7. Audio driver was not correct during memory mapping.
8. There was no proper hole on mechanism for speaker to

spread voice.

Developers have revised 62.5% of the problems during
second testing cycle. Numbers of the problems were 2, 3, 4, 5,
and 8. They accomplished 100% problems during third
testing cycle.

There were 31 test cases in software workbench testing,
where 20 were software unit test cases and 11 were test cases
about software scenario functions. Fifteen problems were
detected during the first cycle, where seven were about unit
independent problems, and others were about scenario
functions, among which there was one heavy error caused in
the design stage. The error is described as follows:

“Remote update and setting mechanism were designed
in an error way. HCS must restart twice to complete this
operation. It didn’t make sense. Designer had to change
this pattern.”
Developers have revised 87% of the problems (13
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problems) during the second testing cycle. There were still
two problems, which were “Combining data of address-book
and message-gateway didn’t accomplish.” and “Remote
update and setting mechanism were designed in an error
way.” In the third testing cycle, the developers have also
accomplished these two problems. The problems were 100%
revised.

In the unit testing phase, testers systematically checked and
traced bugs in all sub-phases until bugs were revised. They
also recorded those testing data. It was helpful for tracing the
causes of bugs in system integration and testing stage.
Comparing with a similar system we developed one year ago,
we saved about 35% time and effort in testing and tracing
bugs.

Testers have simulated a pure environment in the
laboratory for system integration testing. Only one problem
was detected among seven system test cases. Others had
passed the test. The problem was “Remote update and setting
mechanism with software installation couldn’t work.” They
analyzed its causes and discovered that “Since they had
changed patterns of remote update and setting mechanism,
the software installation functions couldn’t cooperate with
them anymore.” After reviewing few codes and parameters,
this problem was successfully passed.

In system integration testing phase, another cross-system
cooperating problem was detected, “when server was
executing, it didn’t handle files in incoming folder, which
files came from message gateway in HCS.” After ensuring
that isolating HCS could execute properly, we could make
sure this problem came from the cross-system. Its cause was
that transmitting configuration settings in the server were
different with those in HCS. Therefore, the server could not
get the modifications of folders. When developers had
revised it in their settings, this problem was cleaned away.

In the past, test strategies usually disregarded the unit
testing in workbench. This time, however, we surely tried to
cross test and recorded its intermediate details, to ensure the
usability and integrability between unit functions of system.
It implemented the useful task in software integration and
system integration stages. We really saved a large amount of
time and efforts in the system integration stage.

Performing an on-site validation phase will require users to
carry out HCS in the actual setting and to collect their
feedbacks. We need to plan service models and prioritize
HCS first. This task belongs to the business services scope.
Therefore, we will not discuss such details in this paper.

7. Conclusion
We proposed test strategies which were separated into

several testing phases for different verification degrees.
According to specification documents, it could generate test
cases for all testing phases. Those test cases were used to
perform different testing types. After performing testing
activities, it reached a nice state of system verification. It
could satisfy the system quality. The method does not only
effectively reduce time and efforts with regard to re-testing
and tracing bugs, but is also a useful guideline for persons
who are in charge of testing similar systems.

In the future, we would like to build realistic systems
partially and be validated by the end-users in communities

and hospitals. It will be a cycle until the HCB product is
introduced in the market, even until to end of the HCB life
cycle. On the other hand, we will try to improve internal
management and maintenance skills of the individual test
cases, which are more systematic and traceable.
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Abstract 
With the growth of the Internet there is a clear need to develop 
distributed multimedia languages that integrate asynchronous 
interaction, event based triggers, reactivity, communication, 
computation and visualization for transparent modeling, 
monitoring and human-computer interaction. In our previous 
research, we described an XML based distributed multimedia 
language TANDEM that integrates these capabilities. π-calculus 
models the reactivity, mobility, and computation model of 
concurrent programming languages that is lacking in current 
approaches of formal behavioral semantics of distributed 
multimedia languages that focus mainly on temporal aspect of 
languages. In this research, we describe a formal semantics of a 
class of such languages that support distributed multimedia 
computing by integrating a variation of π-calculus extended to 
handle multimedia streams and constructs, and semantics of 
trigger operation. The extended model has been applied to 
describe the formal semantics of TANDEM. 

Keywords: Distributed, Internet, languages, multimedia, π-
calculus, reactivity, semantics. 

Introduction 

As the Internet grows the need for distributed multimedia 
languages that integrates asynchronous and synchronous 
events, triggers, reactivity, computations, and multimedia 
visualizations has become very important for human 
computer interaction, automated monitoring and 
visualization. In our previous work, we described a 
distributed multimedia language TANDEM [8] and its 
conceptual model [7] that integrates transparent 
monitoring, visualization, event based triggering, 
communication and computation. In this paper, we give a 
formal semantics of these class of languages using an 
abstract model of TANDEM as an example. 

In past semantics of a distributed multimedia system 
has been expressed such as temporal logic of reactive 
systems [5, 13], temporal logic of traces (TLT) by [14] — 
a linear-time variant of propositional temporal logic with 
quantitative constraints in the style of RTTL [1], and 
MDTL (Modular Distributed Temporal Logic) [10] that 
reasons about both synchronously and asynchronously 
communications modular object systems and extends the 
object-oriented specification language TROLL [6, 9] with 
a module concept. The concurrent model of π-calculus 
[12] models communicating behavior that integrates 
reactivity, process mobility and computation on 
concurrent interactive systems [11].  

Current semantics representation of distributed 
multimedia systems need to integrate computation, 
communication and integration of asynchronous and 
synchronous behavior, and event based triggers. Similarly 
π-calculus needs to be augmented with interaction of 
asynchronous signals and groups of interacting 
multimedia streams, modeling of tandem events, the 
notion of triggers, and exception handling needed in 
event based multimedia computation.  

In this paper we extend and integrate both the 
approaches to describe a formal semantics of distributed 
multimedia computing languages. We believe that the 
proposed model is general enough to express formal 
semantics of distributed multimedia computing 
languages. The paper is organized as follows: Section 2 
describes the background and definitions. Section 3 
briefly describes the conceptual model of TANDEM. 
Section 4 describes the formal semantics, and the last 
section concludes the paper. 

2. Background and Definitions 

For the notational convenience we will denote the lifted 
domain of a set S by S⊥ where ⊥ is the bottom element, 
Cartesian product of two sets S1 and S2 by S1 × S2, finite 
mapping of a set S to a set R by S  R, the ith element of 
a sequence of data elements D by the symbol σ(D, i), the 
ith field of an n-tuple T = <t1, t2, …, tn> by the symbol 
πi(T), and the power set of a set S by the symbol P(S).  
Two values v1 and v2 approximately matching each other 
with a similarity threshold δ are denoted as v1 ≈δ v2.  

To model the temporal Boolean conditions, we use 
tri-state logic – true, false, and undefined (denoted by 
bottom symbol ⊥). A current value is undefined if more 
time has passed since the user defined upper limit after 
the truth value (true/false) was established. We define 
true ∧ ⊥ = ⊥, false ∧ ⊥ = ⊥, ⊥ ∧ ⊥ = ⊥, true ∨ ⊥ = true, 
false ∨ ⊥ = false, and ⊥ ∨ ⊥ = ⊥. We will denote this 
lifted domain of Boolean logic as Boolean⊥. 

A stream s is a pair of the form (sA, sD) where sD is a 
sequence of elements containing the data and sA is the set 
of attributes associated with the stream s. We use σ(sD, i) 
to denote the ith frame (data_element) in the stream. A 
synchronous signal is characterized as τ -ε ≤ [σ(sD, i - 1), 
σ(sD, i)] ≤ τ  + ε where τ is the period of the signal S, and 
t»ε, and ε is the perceptual distance, i.e. the maximum 
distance that can be tolerated before perceptual distortion 
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occurs. While τ is constant for strongly periodic streams, 
it fluctuates for weakly periodic streams.  

The frame of a media stream is a set of objects O 
with spatial relationship between them. Let P(O) be the 
power set of objects, and R be the set of spatial relations, 
a frame is (f ∈ P(O), P(f)→R⊥) where R is the set of 
spatial relationships between the objects. Given a set of 
frames F and the set of natural N, the finite mapping F → 
N produces the time indexed data elements sD of a stream 
s. Accessing a frame f in a stream s, is performed by the 
access operator that is defined as π1(σ(π2(s), i)) if 0 < i ≤ 
||s|| otherwise ⊥ where π1 accesses the attribute elements 
of the stream, and π2 accesses the data elements of the 
stream.  

The synch points ssy of a stream is a user defined 
monotonic unique value array to preserve the perceptual 
integrity of information conveyed by multiple streams. 
The synch point value σ(ssy, i) corresponds to the position 
of the frame corresponding to the ith sync point.  

An asynchronous signal, denoted by the symbol η, is 
produced by a reaction and can be received at any time 
and can have any length. We assume that an 
asynchronous signal is received without any delay after 
generation. Given a signal η and under the assumption 
that the signal occurs more than once ∀i [start i(η), start i-

1(η)] > θ where θ is the time required for the signal to be 
handled, and is the minimum distance that can be 
tolerated between successive asynchronous signals. 

A distributed multimedia system is modeled as a 
communicating concurrent state machine in which 
multiple triggers are concurrently active on different 
remote sites. We distinguish two types of states: a 
computational state and a multimedia state. A 
computational state is a set of triples of the form 
(identifier, attribute, value), and an entity could be a 
stream, or a variable, or a constant, or a spatial constraint, 
or a temporal constraint, or mobile processes caused by 
migration of code over the Internet, or a channel between 
two computational units. A multimedia state M is a set of 
multimedia entities such as stream, asynchronous signal, 
partial conditions, attributes of media objects such as 
stream or asynchronous signals. A transition between 
multimedia states occurs if media entities in multimedia 
streams are transformed. A change of multimedia state 
generates changes in computational states as well. The 
transformation of a multimedia state involves the passage 
through many computational states where the multimedia 
state does not change.  

3. An Abstract Model of TANDEM 

The notion of perception is guided by the desire to 
exactly capture and render the real world phenomena. In 
real life, two concepts are very important: the continuity 
that contains the notion of temporality, and the context 
which expresses the spatiotemporal relationship between 

objects. Breakage of either of them causes lack of 
perception and comprehension. In multimedia reactive 
systems, continuity is guaranteed by the physical 
presence of the multimedia streams and their temporal 
relationship to each other that is guaranteed by the 
presence of multiple clocks and the presence of synch 
points at regular temporal intervals. The temporal logic of 
the system and the state behavioral semantics provides 
the behavioral rules for the language by describing the 
states and transitions between the states during 
computation. A distributed reactive multimedia system 
uses synchronous multimedia streams asynchronous 
signals (both data and triggers at irregular interval) 
represented as a pair (attributes, sequence of data 
elements) where the adjacent data elements are separated 
by a bounded temporal distance.  

A distributed multimedia application is modeled as 
reaction graphs (see Figure 1) with five types of 
components: media sources, media sink, trigger units, 
transformers, and active repository.  

  
 
 
 
 
 
 
 
 
 
 
 
 
  
 

Figure 1. An abstract model of TANDEM 

Multimedia streams are generated at media sources, 
and are visualized or archived at media sinks. 
Transformers transform the multimedia streams by 
providing synch points, alternating the periodicity, 
appending (or splitting) the streams, multiplexing (or 
demultiplexing) the streams, grouping (or ungrouping) 
a number of streams, or reducing the number of 
channels. Trigger nodes control the media streams and 
initiate reaction to the streams. Triggers provide a 
general mechanism for initiating actions or new events 
after a set of Boolean conditions are met. A trigger is 
associated with sets of multimedia stream groups and a 
set of conditions. A trigger reaction includes 
monitoring of external sensors, transforming the 
attributes of multimedia streams, redirecting a stream 
to a different destination, starting a new thread of 
computation, or a cascade of triggers and events. Active 
repository nodes are associated with trigger units. 
Active repository samples and analyzes the media 
content for the required conditions, and transmits the 

Source1 

Streams 
Transformern 

Multimedia 
stream

Trigger 

Active 
Repository 

Aperiodic signal 

Sourcen 

Transformer1 
Multimedia 
stream

Procedure 

  
82



outcome to the triggers. An active repository detects 
and archives partial conditions to match the conditions 
in loose order of occurrence. In order to satisfy the 
TANDEM events, there are two notions: history and 
the analysis of the coming streams. History is the time 
in past whose value is retained in the active repository, 
and is not forgotten if any of the event needs to retain. 
If all the events do not need a history then it becomes a 
forgotten past, and can never be recovered. The 
abstract operations in active repository are match, 
analyze, compare, is_present, assert and reset. The 
assertive actions of the triggers, transformer and the 
sink alter the multimedia state.  

A partial condition p is either a simple condition 
having a tri-state logical value or a disjunction or 
conjunction of simple conditions.  A simple condition 
is identified by matching the current value in media 
stream or asynchronous signal stored in the active 
repository as the trigger condition or by retrieving the 
already archived truth-value in the repository. Let VS be 
an ordered set of the values of a media stream in time Δ 
and let VR be the set of values archived in the active 
repository. Then the set of simple condition P is 
defined as a mapping from the Cartesian product of VS 
and VR to lifted domain Boolean domain :(VS × VR) →δ 
Boolean⊥. After receiving new values from the set of 
incoming media streams if a pair (vS∈ VS 

, νR ∈ VR) is 
found such that vS ≈δ vR then the simple condition is 
true. If no value vS ∈ VS matches with any value νR ∈ 
VR within the period Δ then the corresponding simple 
condition p ∈ Ρ is set to false. Simple conditions 
exceeding the Δ limit are forgotten and their value is 
rest to undefined value denoted as ⊥. 

A transformer transforms streams in the domain in 
streams in the range. A procedure is a computational 
unit that modifies variables-value binding of a 
computational entity. A trigger unit takes a set of 
synchronous and asynchronous signals and produces an 
asynchronous signal and sends the data along with the 
signal. Communication occurs on channels.  

A TANDEM system is modeled as a concurrent state 
machine in which multiple triggers are active at the 
same time on different remote sites. We distinguish 
two different types of states: a computational state and 
a multimedia state. A multimedia state is a subset of a 
computational state, which involves exclusively media 
entities. A partial condition can be disjunction or 
conjunction of simple conditions or a time ordered 
sequence of partial conditions, or two partial conditions 
occurring in any order, two partial condition becoming 
truth in tandem. The satisfaction of the partial 
condition generates the event, which associates to the 
event generation a reaction. Given two Boolean 
conditions p, q ∈ Boolean⊥, the time-limit in Boolean 
operations is limited by the relationship minimum(Δp, 
Δq) ≤ time-limit for reset ≤ maximum(Δp, Δq) since if a 

condition becomes true at time t = 0 then it would be 
forgotten after its time-limit unless refreshed. 

4. Handling Reactive Tandem Events 

A simple tandem event occurs when one or more time 
restricted partial conditions become true within a user 
defined time limit Δ. These simple Tandem events are 
chained together by a partial ordering sequencing to form 
a composite event. 

A Tandem event is modeled as the disjunction of the 
conjunction of partial conditions. Given a set of partial 
conditions p1, p 2, …, pn, a Tandem event e, such that 
e(p1, p2, …, pn) is true and Δj = [beginj, endj] be the 
interval that represents the time constraint associated with 
the partial condition pj, the time constraint Δ for the 
Tandem event is defined as the interval max Δj (1 ≤ j ≤ N). 
The time interval is measured with current time treated as 
0; the history, denoted by ‘begini’ is treated as a negative 
number and the future time restriction, denoted by ‘endi’ 
is treated as a positive number. Since time is based on 
clocks, and can be mapped on integers, we will represent 
time as integers for set based semantics. The time before 
the current time is past. Time before past is history. Past 
and history for the same partial condition are event 
specific and can only be removed if it doesn’t occur in 
the past of any other event. The conversion from past to 
history is system specific, but is less than the synch point. 
The reaction time for any partial condition should be less 
than the minimum Δj (1 ≤ j ≤ N) otherwise it may effect the 
truthfulness of the constituting partial conditions. In other 
words, the reaction must occur in a finite time and this 
time is smaller than the overall constraint time Δ, and the 
starting time of the reaction coincides with the time in 
which the signal generated by the Tandem event starts.  

Example 1. Let ΔI = [1, 4] be the time constraint interval 
on pi, then suppose that the user presses the button 
“Save” at the instant t = 3. This ‘save’ signal is received 
as an asynchronous signal, and is stored in the active 
repository. If a trigger module checks for the presence of 
the signal “Save” at instant t = 5 within the last 10 units, 
the active repository will find that the condition is true.  

Let P be the set of all possible partial conditions, an event 
e ∈ E is takes N (N > 0) partial conditions P1, …, PN is 
modeled as the Cartesian product (P⊥

1 × … × P⊥
N)  

Boolean⊥. The rationale for the use of the lifted domain 
P⊥ is that partial condition is a set of many simple events, 
and using tri-state logic if any simple event is undefined 
due to lapse of the time interval Δ then the corresponding 
partial condition is undefined and modeled as the null 
symbol. The set of Tandem events Ε is modeled as a time 
constrained mapping (of the form E: (P⊥

1 × … × P⊥
N) → Δ 

Boolean⊥ ) in which a time constraint Δ is enforced. The 
satisfaction of partial condition causes an event to be 
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satisfied, and causes a reaction in response. An 
asynchronous trigger signal is emitted by the trigger-unit 
when a set of partial conditions are satisfied that is value 
is true within the time constraint.  

Both the trigger and the active repository use the 
physical clock as the system clock. Let τ be the period of 
the physical clock then, the period of the clock of a media 
stream S is t = k×τ, for k ≥ 1. In order to discuss the time 
of the occurrence of a reaction, we distinguish three 
cases: (1) single synchronous stream, (2) multiple 
independent synchronous streams, and (3) multiple 
interdependent synchronous streams.  

Given a media stream S with multiple asynchronous 
signals η1, η2,.., ηm, the synch points of S are given by m× 
τ, where τ is the period of s and m ≥ 1. Given a set of 
partial conditions p1, p 2, …, pn and a Tandem event e ∈ 
E, such that e(p1, p 2, …, pn) is true, the reaction time of e, 
React_time(e), is given by (j× m× τ) + ε where j is the 
smallest value for which (j× m × τ) greater than or equal 
to the periodicity of the stream. In other words, the 
reaction time occurs at the first synch point of the stream 
encountered, plus an additional ‘+ε’ allowed for 
perceptual distortion. In case there are multiple 
ungrouped independent streams s1, s2,.., sn and many 
asynchronous signals  η1, …, ηm a common synch point 
must be found for synchronization purpose. The synch 
point is computed again as the minimum of the synch 
points of the participating streams. No option is given this 
time to introduce a different value for the synch point. 
Finally, let us consider many dependent streams s1, s2, 
and sn and many asynchronous signals η1, η2,..,ηm are 
input to the system. When many streams are interacting, a 
group of streams is formed. By forming a group, the 
synch points for the whole group is computed as the 
minimum of the synch points of the streams participating 
in the group. (Eventually, a new synch point can be 
provided for all the streams of the group). The rationale 
for retaining the minimum of the synch points is to 
maintain the perceptual integrity of the constituting 
streams or group of streams. In the case there are multiple 
interdependent multimedia streams s1, s2,.., sn, and 
asynchronous signals η1, η2,.., ηm and given set of partial 
conditions p1, p 2, …, pn then React_time(e) = j × g + ε = 
j × k × τ +ε where j is the smallest value for which j(g) ≥ 
d and k ≥ 0. 

The trigger operations that control the system are: 
start_channel, close_channel, assert, reset, loop, 
hard_abort, weak_abort, suspend, resume. The operation 
start_channel (close_channel) starts (closes) a channel 
between two valid multimedia agents (see Figure 2). The 
operation suspend temporarily suspends the current 
thread of activity, and the operation resume restores the 
suspended thread of activity. The loop construct can also 
be used to repeatedly render (or transmit) one frame of 
media stream at a time. The actions hard_abort, 
weak_abort, suspend, and resume are similar to the 

Esterel constructs [4] with a difference that the abort 
action is taken at media sync points instead of next 
iteration cycle. Under the assumption that each iterative 
cycle can render only one frame (data element) in a 
media stream at a time, sync points are multiples iterative 
cycle apart, and a media being rendered can not be 
stopped at the next iterative cycle without causing 
perceptual distortion. 

 
5. Formal Semantics 
 
Let MS be an element of the powerset of multimedia 
streams {S1, …, Sn} used in a program. Let V be the set 
of the persistent entities Ψ that reside into the active 
repository. Then a transformer is a finite mapping MS → 
MS, and a trigger module is a mapping of the form 
(P(Ξ)×P(S)) → P(Ξ⊥) × P(S) where Ξ is the set of 
asynchronous signals and P(Ξ) denotes the power set of 
asynchronous signals, and P(S) is the power set of the 
streams. Let Agent be the set of all different nodes – 
multimedia source, multimedia sink, multimedia trigger 
unit, multimedia repository, and multimedia transformer - 
in the TANDEM program, then a channel is described as 
a mapping Agent → Agent⊥ where the domain has an out 
port and the range has an in port. Let be x the name of a 
channel. The range is a lifted domain to take care of 
rendering. A multimedia agent MMagent transfers a 
multimedia entity ξM or receives a multimedia entity on a 
channel x, or performs a prefix action α (such as 
rendering) on the entity. Since the multimedia entities are 
multimedia streams, attributes related to multimedia 
streams, or asynchronous signals, define the effect of 
actions on these entities. There are 5 types of multimedia 
agents, namely, MMSource, MMSink, MMRepository, 
MMTrigger, and MMTransformer The extended π-
calculus equivalent of multimedia agent based modeling 
is given in Figure 2.  

MMagent::= x(ξM) | ⎯x < ξM> | α. ξM

MMSource::= ⎯x < MS> 
MMSink::= x(MS)  
MMRepository ::= x(MS) [match.MS | analyze.MS |  

compare.MS | present.Var | reset.Var]  
MMTrigger:= x (MS) [iterate.MS | abort.MS |  

    suspend.MS |resume.MS | assert.Var |  
  reset.Var ] reactΔ.PM ⎯x < MS> 

MMTransformer::= x(MS)AttributeTranform.MS⎯x< MS>  
AttributeTransform.MS::= append.MS | split.MS|  

multiplex.MS | demultiplex.MS| downsample.MS|  
stretch.MS | Trim.MS | group.MS| ungroup.MS  

Figure 2 : Modeling distributed multimedia systems 
 

5.1 Semantics of repository operations 
 

Match operation matches data elements in a stream with 
archived objects associated with a simple condition, 
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given a threshold and returns true if the object matches 
with a media entity in the stream. Let O = (type, value) be 
an object, then a match rule is (O, s, threshold) →Δ 
Boolean if π1(O) = π1(π1(σ(sD, i))) and matches(π2(O), 
π2(π1(σ(sD, i))), threshold) under similarity matching. 
Analyze analyzes takes n input streams and produces m 
multimedia bindings or variable bindings, or derives 
attributes of the media objects and archives to match 
simple conditions at a later time. Compare is a predicate 
that returns true if two values satisfy a user defined 
relationship, null otherwise. Compare tries to match first 
the type and then the data values as described: ({A} × 
π1(s)) →  Boolean⊥ such that if ∃k π1(σ(π1(s), k)) == 
π1(A) ∧ π2(A) ≈Δ π2(πk(π1(s)))  ⊥. Present tests if the 
corresponding asynchronous signal η is true. Assertion 
sets the value of an entity. The entity can be an attribute 
or the data variable that could be bound to a video, sound, 
data element, signal values or a channel. assert(Env, 
entity_index, newvalue) → (entity_index, new_value) if 
entity(entity_index). If the entity is injected from Var 
then the value is of any type; if the entity is injected from 
Ξ, the value is a Boolean value; if the entity is injected 
form a set of channels, then the value is a new channel s’ 
and assert binds s to s’. The reset of a partial condition 
occurs when the Δ constraint is not met or when a 
Tandem event succeeds. For those partial conditions 
which are not met at the end of the Δ time, the null value 
is mapped to false. The formal semantics of reset 
operation is P→Δ B⊥→ {false} where the P is the set of 
simple conditions. 
 
5.2 Semantics of the transformer actions 

 
The append operation takes two streams s1 and s2, 
collects their attributes as pairs, and joins the data 
elements such that data elements of s1 precede the data 
elements of s2. The append operation marks the end of 
stream s1 to facilitate the split operation in future. 

s1 + s2 = ((π1(s1), π1(s2)), s1
D ; end; s2

D)  
σ(sD, i) ∈ s1

D if 0 < i ≤ ||s1
D|| and  

σ(sD, i) ∈ s2
D if ||s1

D|| < i ≤ ||sD||  
Splitting an appended stream s returns a pair of two 
streams s1 and s2 that are separated by end-marker.  

split(s) = ((π1(π1(s)), s1
D),  (π2(π1(s), s2

D))  
σ(sD, i) ∈ s1

D if 0 < i ≤ ||s1
D|| and  

σ(sD, i) ∈ s2
D if ||s1

D|| < i ≤ ||sD||  
The multiplex operation colors and interleaves attributes 
and data elements of media streams to reduce number of 
channels. The interleaving is done between two adjacent 
sync points [σ(sj

sy, i - 1), σ(sj
sy, i)]. The data elements of 

the streams s1 and s2 when associated with sync points are 
modeled as s1

D → s1
sy⊥ and s2

D → s2
sy⊥.  We also assume 

that ||s1
D|| ≤ ||s2

D|| and ||s1
sy|| ≤ ||s2

sy||.  
multiplex(s1, s2) = (((π1(s1), π1(s2)), sD) where 

σ(sD, σ(ssy, i - 1), [σ(ssy, i)] ) = σ(s1
D, [σ(s1

sy, i - 1), 
σ(s1

sy, i)] ) ⊕ σ(s2
D, [σ(s2

sy, i - 1),, σ(s2
sy, i)] )  

During demultiplexing the data elements with the same 
color are collected in the monotonic order of sync points 
to get the original streams.  

demultiplex(s) = (π1(π1(s)), s1
D) and (π2(π1(s), s2

D)  
 s1

D =  π1(σ(sD, [σ(ssy, i - 1), σ(ssy, i])) 
s2

D = π2(σ(sD, [σ(ssy, i - 1), σ(ssy, i)]))  
Stretching synchronizes two or more media streams with 
different periodicity or fluctuating periodicity by 
duplicating frames, or by dilating the periodicity of one 
of the streams s by a scalar value. Duplication of frames 
gives audio distortion (stuttering). Perceptual distortion 
due to time dilation is less severe. Given a rendering time 
T and a stream s, such that T > ||s|| × τ (stream’s 
periodicity), stretching will transform a stream s to s’ 
with a periodicity τ’ such that |T – ||s’|| × τ’ | / ||s’|| ≤ ε 
where ε is the perceptual distortion for individual frames.  

Downsampling maps a media stream s with a 
periodicity τ  to a stream s’ by discarding some data 
elements at regular intervals to meet the rendering time 
constraint ||s’|| × τ ≤ T. Let the ratio be r be ||s|| × τ /T 
then frame deletion is achieved by shifting the (i +j)th 
data element to the ith position such that σ(s’D, i) = σ(sD, i 
+ j) where j = floor( i/r) 

Trimming is used when the length of a stream s given 
by ||s|| × τ is strictly grater than the allowed rendering 
time T. Trimming is achieved by transforming the stream 
s to a new stream s’ such that all the data elements of s 
beyond the rendering time T map to a null value.  

Grouping synchronizes two media streams s1 
(periodicity τ1) and s2 (periodicity τ2) to get a composite 
perception. Under the assumption that equal number of 
data elements are rendered between any two sync points 
in the same stream, a pair of sets of sync points (s1

sy, s2
sy) 

are created such that –ε ≤ (σ(s1
sy, i) – σ(s1

sy, i –1)) × τ1 – 
(σ(s2

sy, i) – σ(s2
sy, i – 1)) × τ2 ≤ +ε. Since a media stream 

may be involved in more than one groups with different 
sync points, each group has its own set of sync-points 
associated with streams within the group. If the two 
streams s1 and s2 already have two sync points s1

sy and 
s2

sy associated with them, then the set of sync points with 
minimum distance. Ungrouping is the reverse of 
grouping. The n-tuple of sync point sets associated with 
that specific group are deleted, and media streams in the 
group are not restricted to work in lock-step. 

 
5.3 Semantics of trigger operations 

 
We use the state logical behavior to describe the 
semantics of those constructs. Let α be the action taken 
that when applied transforms the multimedia state μ in 
μ’, then a state transformation caused by an action α 
given the set of entities Ψ is written as  

 
μ   

Ψ
μ’ 

  

’ 

α 
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We define a streaming code k ≥ 1. The streaming 
code number encodes the reaction to an asynchronous 
signal, such as abort or suspend, performed on the 
streams samples between two synch points of a stream.  

When k=1 the action is strong abortion, k>1 the 
action is weak abortion. We will denote the state after 
applying the actions in a single iterative cycle as μI. 
Under the assumption that the smallest data unit is a 
frame, the sync point for a media stream corresponds to 
m (m ≥ 1) data units. Then the state transition for one 
traversing one sync point is (αI)m. An asynchronous 
signal η that initiates a preemptive action has to wait 1 
synch point to reach the new state μ’. However, if the 
abortion is strong, the streaming is interrupted at the first 
synch point (k = 1) of the stream and the control moves 
out of the loop. If the abortion is weak the streaming is 
completed after the current clip is over (k ≥ 1).  

During suspension the current state is saved. However, 
the multimedia state is defined as disjoint union of the 
frozen state and the new state derived from the alternate 
thread of activity so that frozen state can be restored after 
‘resume’ action. 

Table 1 describes the semantic rules for abortion, weak 
suspend, and resume. For week abortion k > 1 and for 
strong abortion k = 1. 

 
abort 

 

 
 
 

suspend 

 

 

resume  

 

Table 1. Semantics of trigger operations 
 

Conclusion 
 
In this paper, we describe formal semantics of abstract 
constructs used in distributed multimedia languages 
through an example of TANDEM developed by us. The 

model extends π-calculus to handle multimedia entities, 
media streams, triggers, and abort and suspension 
constructs. We believe that future distributed multimedia 
language will be benefited by this model. 

References 

[1] R. Alur, T.A. Henzinger, “Logics and Models of Real-
time: a Survey”, in Real time: Theory and Practice, LNCS, 
vol. 600, Springer-Verlag, pp. 74-106, 1992. 

[2] T. Arndt, K. Chang, A. Guercio, “Formal Specification and 
Prototyping of Multimedia Applications”, International 
Journal of Software Engineering and Knowledge 
Engineering, vol. 10, no.4, pp. 377-409, 2000. 

[3] A.F. Ates, M.Bilgic, B.Sarikaya, "Using Timed CSP for 
Specification, Verification and Simulation of Multimedia 
Synchronization," IEEE Journal on Selected Areas in 
Communications, vol. 14, no. 1, pp.126-137, 1996. 

[4] G. Berry, G. Gonthier, “The ESTEREL Synchronous 
Programming Language: Design, Semantics, 
Implementation,” Science of Computer Programming, vol. 
19, no. 2, pp. 87-152, Nov. 1992.  

[5] S.BjØrner et al, “Verifying Temporal Properties of 
Reactive Systems. A SteP Tutorial,” in Formal Methods in 
System Design, Kluwer Academic Publishers, Boston, 
pp.1-45, 1999. 

[6] A. Grau, J. K. Filipe, M. Kowsari, et. el.,, “The TROLL 
Approach to Conceptual Modelling: Syntax, Semantics 
and Tools”, Proc. of the 17th. Int. Conference on 
Conceptual Modeling, vol. 1507 of LNCS, Springer Verlag 
pp. 277- 290, 1998. 

ψ 

(αI

[7] A. Guercio and A. K. Bansal, "A Model for Integrating 
Deterministic and Asynchronous Events in Reactive 
Multimedia Internet Based Languages," Proc. of the 5th 
International Conference on Internet Computing, Las 
Vegas, USA, pp. 46-52, 2004. 

[8] A. Guercio and A. K. Bansal, “TANDEM – Transmitting 
Asynchronous Nondeterministic and Deterministic Events 
in Multimedia Systems over the Internet", Proc. of the 10th 
Intl. Conf. on Distributed Multimedia Systems, San 
Francisco, USA, 2004, pp. 57-62, 2004.  

[9] P. Hartel, G. Denker, M. Kowasri et. el., “Information 
Systems Modeling with TROLL Formal Methods at Work, 
Information Systems, vol. 22, no. 2-3, pp. 79-99, 1997. 

[10] J. Küster Filipe, “Fundamentals of a Module Logic for 
Distributed Systems,” Journal of Functional and Logic 
Programming, Special Issue on Logical Formalism for 
Program Composition, vol. 3, pp 1-30, 2000.  

[11] R. Milner, “A Calculus of Communicating Systems,” 
LNCS, vol. 92, Springer-Verlag, 1980. 

[12] R. Milner, “Communicating and Mobile Systems; the π-
calculus,” Cambridge University Press, 1999. 

[13] A. Pnueli, “Specification and Development of Reactive 
Systems”, Information Processing, pp. 845-858, 1986. 

[14] E. Vicario, “Engineering the Usability of a Visual 
Formalism for Real-Time Temporal Logic”, Journal of 
Visual Languages and Computing, vol. 12, pp. 573-599, 
2001. 

 

)m, k ≥ 1 
(μI m * k)  μ 

ψ 

Abort; (αI)m, k ≥ 1 
(μI m * kμ ∧¬η ) ∧η

ψ 

  α 
 μ’ μ 

ψ 

sus
 ⊕μ μ

pend; α 
’μ  

ψ 

  resume 
 μsuspμsusp ⊕ μ’ 

 

  
86



Data Normalization and Fusion in Multibiometric Systems 

Andrea F. Abate, Michele Nappi, Daniel Riccio 
Dipartimento di Matematica e Informatica 

Università di Salerno 

Abstract— Nowadays, the present trend in biometrics is 
towards multimodal systems. In particular, this work 
analyzes the combination of the two different biometries 
face and ear. The twofold contribution is given by the 
introduction of a new normalization function, namely the 
mapping function, able to overcome the limitations of 
commonly used functions, and by the definition of the 
SRR (System Response Reliability) index, whose purpose 
is to estimate the reliability degree of each system 
response.  
Experimental results in the final part of our work provide 
a positive feedback about theoretical statements within 
the body of the paper. 

I. INTRODUCTION

Biometrics allows recognizing an individual based on 
physical or behavioural features and its potential is 
extremely high [2]. Most present systems rely on a single 
biometry; this makes them vulnerable to possible attacks, as 
well as little robust with respect to a number of issues. An 
example is the possible non universality of the chosen 
biometric feature, as in the case of subjects lacking in a limb 
for fingerprints recognition or of deaf-mute subjects for 
voice recognition. A multimodal system provides an 
effective solution, as flaws of an individual system can be 
compensated by the availability of a higher number of 
alternative biometries [6]. Nevertheless, using more 
biometries in a single recognition system requires to 
consider some critical aspects. First, each subsystem labels 
each subject with a numeric value (score) in the range [0, 

]. However, such values generally come from 
measurements performed on different features and by using 
different scales and procedures: a direct combination of such 
values would give an incorrect result. According to this 
consideration it is clear the need to normalize the scores
assigned by each biometry to individual subjects, before 
combining them using any fusion rule. The normalization 
module is a very important component in the context of 
multi-biometric systems [3]. On the other hand, due to the 
possibly different quality of data inputted from time to time 
to each subsystem, and to the possibly different accuracy of 
exploited recognition procedures, it could happen that not all 
responses are equally reliable. The definition of a measure 
for the response reliability of the single subsystems would 

be significant for fusing the single results in an overall final 
response; such aspect is too often neglected, though 
especially crucial. The main reason can be found in the 
considerable difficulty implicit in binding result reliability to 
input data quality. This would require an absolute metric to 
estimate the difficulty encountered by the system in 
identifying a subject, given an acquisition of his/her 
biometric features. Such metric could not be independent of 
the adopted classification. Moreover it should consider the 
relation between data used for enrolment and data used for 
testing. Finally, it is not possible to directly use an existing 
performance measure such as the system Recognition Rate, 
because it provides an estimate of the global ability of the 
system to recognize a subject, and not an evaluation for the 
reliability of a single testing operation. Even less it is 
possible to rely entirely on the single value of the distance 
between the probe biometric key and the biometric key of 
the first retrieved subject, as this information alone does not 
take into account the relation between the latter and all the 
remaining subjects in the gallery. In other words, similarity 
among gallery subjects should influence the results 
evaluation. 

In this work we propose a solution to the above two 
problems by defining both a new mapping function
normalizing scores from different subsystems, and a system
dependent metric, namely System Response Reliability 
(SRR), based on the ability by a recognition procedure of 
separating genuine subjects from impostors in the most 
sharp and unequivocal way possible. 

II. THE NORMALIZATION FUNCTION

A number of different solutions have been proposed in 
literature to solve this problem. However, each of them 
presents some limitation. For example, the Min-max 
normalization technique performs a “shifting” of the 
minimum and maximum values in the interval between 0 
and 1. Given a set of matching scores {Sk}, k=1,2,...,n , the 
corresponding normalized values are given by the (1) in 
Table 1. Such technique assumes that the minimum and 
maximum ever generated by a matching module are known. 
The Z-score technique is the most widespread and uses 
arithmetic average and standard deviation of scores returned 
by the single subsystem. Normalized values are given by (2)
in Table 1, where µ represents the arithmetic average of 
scores and  is the standard deviation. The problem with Z-
score is that it does not guarantee a common interval for 
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normalized values coming from different subsystems. 
The Median/MAD technique uses the median and the 

MAD (median of absolute values); it is quite robust, and the 
normalized value from the matching module is given by (3)
in Table 1, where MAD = median(|sk – median|).  As 
compared with Z-score normalization, Median/MAD is less 
effective, most of all when values have a non-Gaussian 
distribution; in such cases both median and MAD are non-
significant estimations and the normalization technique 
neither preserves the original value distribution nor 
transforms the values in a common numeric interval.  

In this section we propose a normalization function 
derived from the family of sigmoidal functions. A sigmoidal
function is defined by the (4) in Table 1. Such function has 
the open interval (0,1) as codomain, so that it represents a 
possible mapping function from score values from different 
biometric subsystems into a single interval; as noticed 
before, such function would be applied before passing the 
score values to a fusion module. However we have two 
drawbacks: a) the distortion introduced by the function 
when x tends to the extremes of the interval is excessive; b) 
the shape of the function depends on the two parameters c
and k that in turn strongly depend on the domain of x
parameter. It is possible to reduce the distortion by deriving 
a new function F(x) from f(x), with a pseudo-linear 
behaviour in the whole codomain though preserving the 
property such that  .xxF ),1,0[)(

Table 1 Some of the normalization functions from the 
literature.

NORMALIZATION FUNCTIONS

MIN/MAX
minmax

mink
k

s
s (1)

Z-SCORE
k

k

s
s (2)

MEDIAN/MAD s ' k=
sk median

MAD
(3)

SIGMOIDAL
kksk ce

s
1

1
(4)

Given f(x) we can find that it has 0 as horizontal 
asymptote when x  and 1 when x  . As 
noticed above, though f(x) shows a pseudo-linear behaviour 
in its central part, it introduces a non-linear distortion at the 
extremes, as can be seen in Fig. 1 (blue line). The first step 
is to compute the extremes of the exploitable region, i.e. the 
region where the distortion degree introduced by f(x) is still 
sufficiently small. Examining the third derivative of f(x), and 
in particular the points where it becomes null, it is possible 
to find out such extremes, which can be used for mapping 
the scores from the single biometries into the same interval 

[0,1). The third derivative of f(x) is given by: 

It becomes null in two points:  

ck
xmin

32
log

1  and 
ck

xmax
32

log
1 . (6)

Let us assume that, in the general case, the maximum 
distance value returned by the biometric system is xmax  , 
while the minimum value is xmin . Let us set up a system of 
equations using the two solutions and let us solve it with 
respect to the two variables c and k; the solutions obtained 
are:

xmaxxmin

xmin

e

c
347log

32

and

xmaxxminxmax

xminxminxmax

k

347log
32

32
log

(7)

(8)

In the specific case at hand the values in the domain of 
 represent the distances between feature vectors 

belonging to the subjects compared by the different 
biometries; they then fall in the interval [0, [, so that we can 
fix

)(xf

0xmin , so simplifying the obtained solutions:  

32c
and

32

32
log

1

xmax
k

(9)

(10)

We are left with a last problem. The function we are 
looking for must have the interval [0, 1) as codomain. Let us 
then define a new function  and compute 

its limit when 

)0()()( fxfxg
x :

33

32
)(lim xgL

x
(11)

Our mapping function is then given by: 

1

1
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1
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x
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x
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L
xF (12)

with )32(a  and )347(b .

The function F(x) assures a pseudo-linear mapping for all 
values of x included in the interval [0, xmax]; if we admit 
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some distortion, it also yields to normalized values for x
greater than xmax, still guaranteeing the constraint F(x)<1.
This is essential in those biometric systems where the value of 
xmax is not known in advance and we use an estimate of it. 
The graph of such function when xmax=400 is shown in Fig.
1 (black line). 

When the value of xmax is fixed in advance and x xmax
x it is possible to obtain a better result using the function 

)(
1

1
)( xF

b

ab
xF , (13)

as confirmed by the corresponding graph in Fig. 1 (red 
line). 

Fig. 1 Graphs of the sigmoidal function, of the mapping 
function when 0 x< , of the mapping function when 
0 x xmax.

III. SYSTEM RESPONSE RELIABILITY

Let A be an identification system and G its gallery of 
genuine subjects who were correctly enrolled. Assume there 
are at least n>0 acquisitions for each subject. Moreover, let p
be a person to be identified. First of all, the system computes 
distances between p and all the subjects in the gallery: 

 where igpd , Gi ,,1 . Such distances are then 

ordered increasingly, so that 

Giii gpdgpdgpd ,,,
21

.

We analysed two different measures: the relative distance 
between the scores of the two first retrieved distinct 
identities, namely SRR I, and the number of subjects near to 
the retrieved identity which are present in the gallery, 
namely SRR II. 
We define the relative distance as:  

Gi

ii

gpdF

gpdFgpdF
p

,

,,
12 , (14)

where F is a suited data normalization function and  is 

the second distinct identity in the ordered list of distances. 

As experimentally observed, the relative difference tends to 
be small for impostor subjects and high for genuine ones, 
independently from the biometry and from the classification 
method. The second measure is computed in the following 
way. Given the normalized distance 

2i
g

1
, igpdF  between 

the probe and the first identity retrieved from the gallery, the 
function (p) is computed using the ratio between the 
number of subjects in the gallery having a distance from the 
probe lower than twice 

1
, igpdF  and the cardinality |G| 

of the gallery: 

GNp b /1 , where (15)

1
,2,| iiib gpdFgpdFGgN

kk
.

In both cases, the role of the data normalization function 
F is to normalize distances in the interval 1,0  such that the 

function (p) is independent from the specific function d
used for the distance. We need to establish a value k for the 
reliability index separating genuine subjects from impostor 
ones. Such value represents the point of maximum 
uncertainty. It varies depending on the biometric feature and 
on the classifier, so that it must be estimated from time to 
time for the single subsystem. The optimal k is given by 
that value able to minimize the wrong estimates of function 

(p), i.e. impostors with (p) higher than k or genuine 
subjects with (p) lower than k. SRR index can then be 
defined as: 

kpSRR . (16)

         Notice that SRR gets high values both for (p) much 
higher than k (genuine subjects) and (p) much lower than 

k (impostors). 

A.  How to integrate SRR index into the fusion protocol 

A multimodal system is composed of a number of 
subsystems each working with a specific biometry; as a 
consequence single subsystems will simultaneously produce 
a response and a reliability measure for it. The fusion 
module has then the additional task of carrying out an 
integration policy able to weight the single responses based 
on the corresponding reliability degree.

Different choices exist to perform integration, all equally 
sound in theory, yet possibly taking to very different results 
in practice. We find it worth then to analyse some of these 
hypotheses, considering their specific features and 
postponing to Section 4 their experimental evaluation. Let 
us assume to have a system S composed by N subsystems 
T1, …, TN, each able to produce a list Ti(1,…,|G|) of |G|
subjects (where G is the gallery) ordered according to the 
distance di(p,gj) with j=1, …, |G| from the probe image p,
and a numeric value srri representing an estimate of the 
reliability degree of its own response. In order to perform a 
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consistent fusion of data from the single subsystems it is 
necessary to guarantee the constraint  by 

normalizing the individual indexes using the formula: 

1
i isrr

N

j
j

i
i

srr

srr
w

1

, i .
(17)

Moreover a consistent threshold  is estimated for each 

subsystem  above which we can consider its reliability 

satisfactory enough. The main integration policies that have 
been used are OR and AND. For the former, the system 
considers the combined response as valid only if at least one 
of its subsystems guarantees its own response with a 
reliability degree above the corresponding threshold, while 
for the latter the system considers the combined response as 
valid only if all of its subsystems guarantee their own 
response with a reliability degree above the corresponding 
threshold. 

ith

iT

The problem that remains to be solved is to determine the 
optimal thresholds thi for the single subsystems. In order to 
be able to automatically estimate a significant threshold for a 
given subsystem it is possible to rely on a number of 
observations. Let us assume that Ti subsystem has executed 
M times producing as many responses )1(,),1(1 M

ii TT

with their reliability measures M
ii srrsrr ,,1  attached; the 

latter can be considered as the components of a vector 
M

iii srrsrrS ,,1  containing the history of what 

happened till a certain moment. We observe that the value to 
assign to thi threshold is strictly correlated to the features of 
vector

iS , in particular to its average and to its variance. As 

a matter of fact, if 
iS  is an high value we can expect that 

system responses are reliable on the average and that the 
corresponding threshold is then proportionally high. 
However, an important role is also played from the variance 

iS  of 
iS  vector, that measures the stability of Ti

subsystem; in particular, if the variance has a low value the 
system can be considered very stable in always giving 
reliable (unreliable) responses, while an high variance 
highlights an anomalous behaviour of Ti subsystem. The 
attractive characteristic searched for a given Ti subsystem is 
then that its vector 

iS  has a high value for the average and a 

low value for the variance; in such case it is possible to fix a 
high value for threshold thi . We can formally summarize the 
above observations in the following formula: 

i

ii
i S

SS
th

2

, (18)

As a matter of fact such formula represents an indicative 
criterion to choose the thresholds for the single Ti

subsystems, but also a rule for their dynamic update. In the 
next section we will experimentally show its validity. 

IV. EXPERIMENTAL RESULTS

The most used databases were FERET [5] and AR-Faces 
[4] for the face, and Notre-Dame [7] for the ear. Both for 
FERET and AR-Faces a subset of the whole database was 
selected; this is mainly due to the need of building a 
multimodal database where each subject had corresponding 
images for face and ear. For this reason FERET subset 
contains 100 subjects from each of the FAFB, FAFC and 
DUP I, probe/gallery, i.e. the first 100 subjects (with respect 
to the original label). In each test only onesubset was  used. 
Such value was imposed because Notre-Dame contains more 
or less 100 subjects (114 to be precise). The choice of the 
first 100 labels, i.e. of a well identifiable subset, aims at 
facilitating the comparison of this study with possible future 
ones. The subsystems Face and Ear work in parallel and 
independently [1], while system performances are analysed  
based on Recognition Rate and Equal Error Rate (EER).   

We start from describing experimental results related to 
the mapping function. The main goal of a normalization 
function is to map values from its domain to its co-domain 
[0,1], preserving the original input data distribution as much 
as possible. In order to evaluate the contribution provided by 
the new proposed normalization function, we studied the 
distortion degree introduced by the functions in Section 2, 
by comparing their performances when input data features 
are known in advance. In more detail, we chose the two 
following test functions: 1cos21 xxf  and 

1cos1log22 xxxf  in [0, 2 ] interval and 

applied the given normalization functions to both of them. In 
Fig. 2 a graphical representation is shown of how the 
different normalization functions discussed in Section 2 act 
upon the values of our two test functions, while in Table 2
numerical performances of the whole systems are reported. 
When minimum and maximum values are known, the 
normalization process is trivial; for this reason, we assumed 
to miss an exact estimate of the maximum value for the two 
functions xf1  and xf 2  and we chose the average value 

in its place, in order to stress normalization functions even 
more. From Fig. 2 it comes out that Min-Max, Z-scores e 
Median/MAD do not comply with the constraint of having 
normalized valued fall within the [0,1] interval, moreover 
the last two also produce negative values besides 
introducing a sharp distortion in the original distribution. 
The Sigmoidal function guarantees a limited co-domain 
]0,1[. However it introduces an excessive distortion that is 
particularly evident for input values near to zero. Finally, 
our Mapping Function provides performances which are 
better when compared to all the preceding ones. It assures to 
have normalized minimum and maximum values within the 
desired range and also preserves input data distribution in a 
satisfying way, though relying on a maximum estimate 
which are far from the real value. 
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Fig. 2 The distortion introduced by the different 
normalization functions. 

Table 2 Comparison between the performance of 
biometric systems for different normalization functions. 

PERFORMANCES
SYSTEM

MIN

MAX

Z

SCORES

MEDIAN

MAD
SIGM. MAPPING

FUNCTION

RR 93% 93% 93% 93% 93% 
EER 0.03 0.23 0.12 0.04 0.03FACE

RR 72% 72% 72% 72% 72% 
EER 0.14 0.25 0.17 0.16 0.14EAR

RR 95% 93% 93% 94% 98% 
EER 0.018 0.23 0.11 0.02 0.015

Ear

Face

NRR 100 100 100 97 90

For the multibiometric architecture Face Ear in Table 2, the 
subsystems have been combined using OR policy and SRR 
II reliability index. Results in Table 2 underline that the 
Face/Ear Recognition Rate remains unchanged across 
different methods, while the Equal Error Rate undergoes to 
significant variations, this is likely due to an increment of 
the FAR. The worst performance is given by the Z-scores 
approach that provides an EER above 0.22 for both single 
subsystems and the multi-biometric architecture. On the 
contrary, the proposed mapping function equals the optimal 
performances of the Min/Max approach, yet providing a 
high robustness with respect to the estimation of the 
maximum score. Indeed, while the performance of the 
Min/Max method degrades with inaccurate estimations of 
the maximum score, the mapping function still provides 
similar RR/EER values for large variations of the xmax
parameter (see Section II). An example of how the 
effectiveness of SRR II index for face varies together with 
the value chosen for k is given in the first graphic in Fig. 3; 
an asterisk underlines the point where the index precision is 
maximum. The second graphic in Fig. 3 shows which probes 
among the full set of 100 were correctly recognized (circle) 

and which were incorrectly identified (square). We can 
observe that squares are concentrated on the lower part of 
the graphic, underlining that p  function gets a low value, 

while circles are mostly located in the upper part, indicating 
a higher value of such function.  

Fig. 3 Experimental evaluation of SRR index. 

It is also important to verify the validity of the criterion 
for choosing the single thi thresholds. To do this a 
comparison was performed between estimated thresholds 
(formula (18)) and optimal ones, the latter being computed 
by maximizing the number of system responses consistent 
with the value of SRR index. In this case the selected fusion 
rule is the AND, and the reliability index used is SRR II. For 
both face and ear, estimated thresholds are very close to the 
optimal ones, for all test sets (e.g.: EAR: 0.06/0.07, FAFB

0.6/0.5, DUP I 0.4/0.5, AR-LEFT LIGHT 0.5/0.7, SUNGLASSES

0.6/0.7). We tested both SRR indicators introduced in 
Section III, in combination with two different integration 
policies based on them, for data coming from single 
subsystems. Experiments were performed for the three 
different datasets extracted from FERET, combined with 
Notre-Dame ears database. The single facial recognition 
subsystem assures, on three different databases (FAFB, 
FAFC, DUP I), a Recognition rate of respectively 93%, 16% 
and 47%, and an Equal Error Rate of 0.03, 0.29, 0.19; the 
ear recognition module on Notre-Dame database provides a 
Recognition Rate of 72% and an Equal Error Rate of 0.15. 
Table 3 reports results obtained from the multimodal system 
Face/Ear using each of the integration policies (OR, AND) 
and varying the face database; the results are presented in 
terms of Recognition Rate (RR), Equal Error Rate (EER) 
and Number of Reliable Responses (NRR). Table 3 shows 
that on the whole all the integration policies guarantee an 
higher Recognition Rate than the one coming from face or 
ear (87% for DUP I with OR/SRR II instead of 47% e 72%), 
and at the same time considerably reduce the Equal Error 
Rate (0.015 for FAFB with OR/SRR II instead of 0.030 and 
0.150), that in some cases even cancels out. The 
counterbalance of such recognition performance increment 
is the number of responses that are invalidated because 
considered as unreliable. However, it is worth underline that 
an unreliable response has not to be necessarily discarded or 
considered as wrong, but could represent a valid reason to 
perform a further check. This could even be more expensive, 
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like for example fingerprints; as such check would be 
performed only on a limited number of cases, the average 
computational cost of the multimodal system would be 
reduced anyway, with the advantage of an higher security 
degree. The first column shows that all responses are 
considered as reliable when fusion is performed without any 
SRR index. However, both RR and EER are significantly 
worse, showing its ability to discard little reliable responses. 

Table 3 Comparison between the performance of the 
fusion rules. 

STATISTICS

NONE SRR I SRR IIDATABASE

OR OR AND OR AND

RR 98% 99% 100% 96% 100%
EER 0.028 0.016 0.003 0.015 0.000FAFB

NRR 100 75 63 94 38
RR 55% 76% 100% 84% -

EER 0.167 0.153 0.002 0.117 -FAFC

NRR 100 85 2 74 0
RR 75% 81% 100% 87% 100%

EER 0.238 0.228 0.001 0.177 0.000DUP I
NRR 100 91 18 84 22

From a quantitative point of view, we can observe from that 
OR always assures a higher number of responses considered 
as reliable, as expected. Finally, the two reliability indexes  
SRR I and SRR II have been tested on subsets extracted 
from AR-Faces database, combining face and ear using 
AND policy. The results of such experiment are shown in 
Table 4.

Table 4 Comparison between the performance of SRR I 
and SRR II. 

STATISTICS

FACE EAR

DISTORTIONS

ON THE FACE
FACE EAR

SRR I SRR II
RR 83% 72% RR 100% 100%

EER 0.11 0.12 EER 0.001 0.000
Left 
Light 

REL  93% 90% NRR 37 30
RR 95% 72% RR 100% 100%

EER 0.07 0.12 EER 0.009 0.010Sad
REL 100% 90% NRR 86 86
RR 80% 72% RR 100% 100%

EER 0.17 0.12 EER 0.000 0.004 Scarf 
REL 83% 90% NRR 20 47
RR 47% 72% RR 100% 100%

EER 0.18 0.12 EER 0.002 0.000Scream 
REL 83% 90% NRR 19 10
RR 87% 72% RR 100% 100%

EER 0.10 0.12 EER 0.020 0.020
Sun

glasses
REL 87% 90% NRR 87 77

The single subsystems performances in terms of 
Recognition Rate, Equal Error Rate and Reliability are 
reported in the first two columns of the table. As the 

database used for the ear is always the same, data are 
repeated on each row. The results obtained using the 
combined system with AND policy are reported in the 
following two columns; the reliability index which was used 
is on top of the column. Results in Table 4 further enforce 
our considerations. As a matter of fact, we can observe that 
the combined system guarantees in all cases better 
performances than single subsystems (in some cases like 
scarf we pass from 47% and 72% to 100% as for 
Recognition Rate). However, when the single subsystems 
are particularly stressed by input quality, the number of 
responses considered as reliable significantly decreases. This 
confirms the need for more biometries to further strengthen 
the system. 

V. CONCLUSIONS

The paper faces crucial problems for a multimodal system, 
namely data normalization and system response reliability. 
In particular, we defined a new data normalization function, 
the mapping function, able to overcome the limits of the 
presently used ones. We also proposed two different 
reliability indices, providing the conditions for their actual 
exploitability within the single subsystems, such as the a
priori identification of thresholds. 
All the theoretical concepts introduced in the first part of 
this work are then validated in the section showing 
experimental data, through a number of tests performed on 
different databases chosen among those commonly used.  
Future developments can certainly regard the extension to a 
higher number of either biometries or fusion models, so that 
a higher number of subsystems could be involved  in our 
analysis.
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Abstract 
 

In this paper, we present an Ambient Intelligence 

application to provide a virtual guide for the visitors of 

an Italian botanical garden. The application exploits 

ubiquitous computing solutions (UltraMobile PCs) to 

present contextualized information to the visitors, 

ubiquitous communication technologies to get spatial 

awareness (through RFID active tags pervasively 

embedded in the environment) and communicate with a 

user-friendly interface to handle the interaction. 

 

 

1. Introduction 
 

Information technologies are widely recognized as 

very powerful tools to exploit cultural heritage. Indeed, 

if the main goal of early information systems for 

cultural heritage was limited to organize the enormous 

quantity of cultural artifacts, further development has 

brought new exciting opportunities in the field ([3], 

[6]). Nowadays, worldwide there are many projects and 

solutions aimed at improving the user experience, when 

visiting a heritage site, through some computing 

solutions. Virtual guides are a typical example of these 

applications, allowing the access to relevant cultural 

heritage resources through PDAs or Tablet PCs, 

resulting more effective than traditional audio/visual 

pre-recorded guides (see e.g. [2]). 

However, every application in the cultural heritage 

field may pose challenging issues to computer science 

specialists, due to the variety of scenarios and problems 

that may arise, ranging from context awareness to 

multimedia databases, till human-computer interaction. 

Currently, many research efforts are devoted to the 

definition of less intrusive interaction paradigms, 

leading to more natural usages of computing devices 

within cultural heritage environments. The key ideas 

underlying the “Ambient Intelligence” (AmI) concepts 

seem to be an interesting way to tackle these issues.  

AmI was envisioned by the IST Advisory Group 

(ISTAG) of the European Union in 1999, as “an 

exciting new paradigm of information technology, in 

which people are empowered through a digital 

environment that is aware of their presence and context 

sensitive, adaptive and responsive to their needs, 

habits, gestures and emotions” [8]. 

Within an AmI environment, users are mobile and 

communication is set up between individuals and 

objects in a transparent way. This communication is 

obtained via 'invisible intelligent devices', able to tag 

key spots in our surroundings. An AmI application 

concretizes this vision by merging together three focal 

technologies: 

 Ubiquitous computing, i.e. integration of 

microprocessors into everyday objects like 

furniture, clothing, white goods, toys, even 

paint. 

 Ubiquitous communication, i.e. enables these 

objects to communicate with each other and the 

user by means of ad-hoc and wireless 

networking 

 Intelligent user interfaces, enabling the users of 

an AmI application to control and interact with 

the environment in a natural and personalized 

way. 

 

In this research field it is posed the project 

“Ambient Intelligence@Giardini della Minerva” 

(AmI@GM), whose goal is to make available to the 

wide public the broad and precious historical and 

cultural patrimony of the Historical Archive of the 

Salerno’s Botanic.  

Indeed, from the ninth to the thirteenth century, the 

town of Salerno held the most important source of 

medical knowledge in Europe at the time, the Schola 

Medica Salernitana [13], considered the very first 

university of the world. In that period, many 

manuscripts were written about how to heal with the 

plants (e.g: [10]). Nowadays, these manuscripts are 
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spread in the most important museums all over the 

world, but the Historical Archive of the Salerno’s 

Botanic aims to recreate a digital corpus of that 

knowledge in one of the most fascinating spots of 

Salerno, the Giardini della Minerva (Minerva‟s 

Botanical Gardens), which is the most ancient 

European botanical garden. To date, this digital corpus 

contains more than 10,000 images, arranged in a 

multimedia database.  

The project described in this paper is meant to 

improve the spreading of this precious knowledge, 

using the most advanced informatics technologies, for a 

context-driven, ubiquitous presentation of its contents. 

To this aim, a specific application has been developed, 

intended to guide the visitors at the Giardini della 

Minerva (see Figure 1) in the discovery of the 

fascinating medieval books written in relation to the 

plants contained in this botanical/heritage site.  

The difference with respect to the numerous 

products aiming to spread knowledge of the mediaeval 

books lies in the way the information is accessed. 

Indeed the developed application exploits the real 

environment of the Giardini della Minerva as a kind of 

information selector, allowing the user to go near one 

of the 500 visible plants, to see on an Ultra-Mobile PC 

how it was represented in the Middle Ages in the 

illuminated herbaria, as well as its curative effects.  

 

 
Figure 1: A flowerbed in Giardini della Minerva  

 

The result of the project is a product intended as a 

cultural and informatics reference for the multimedia 

productions, aimed at increase and diffuse the 

knowledge in the cultural heritage field. 

The rest of the paper is structured as follows. In 

Section 2 there is a detailed description of the 

developed system. Section 3 reports on the adopted 

technologies and solutions, while Section 4 is focused 

on the designed User Interface. Some final remarks and 

future work conclude the paper.  

 

2. The Giardini della Minerva and the 

digital Corpus 
 

In this section we describe the Giardini della 

Minerva location and the multimedia database of 

digital images referring to the medieval herbaria. 

 

2.1. The Giardini della Minerva and the 

related medieval manuscripts 
 

The Giardino della Minerva is a living historical 

and architectonic site, placed in the heart of the old 

town of Salerno, in an enchanting place, rich of ancient 

tradition. Indeed, in these places the glorious Medical 

School of Salerno rose during the middle ages, well-

known all over the World for its competences with the 

“semplici”, i.e. the part of a plant with active 

therapeutic principle. Within the area of this garden, it 

is located the Historical Archive of the “Botanica 

Salernitana”, which collects and studies the medieval 

texts concerning Salernitan medical and botanic 

subjects. Indeed, between the end of the XI
th

 century 

and the full XV
th

 the mediaeval manuscripts 

demonstrate the extraordinary meeting in Europe of the 

salernitan medical culture. The classification of 

„simplicia‟ represents the basic fundament of the 

tractatistic medical literature of School of Salerno. 

Currently, the archive keeps, among others, a 

cultural patrimony of inestimable quality but 

undoubtedly unaccounted, constituted by more than 

10,000 images on slides of medieval herbaria 

(manuscripts of exquisite workmanship, splendidly 

illuminated), all based on the original “Tractatus de 

herbis” written by Plateario (an example is reported in  

Figure 2).  

At present, the original herbaria are scattered into 

the main international museums, such as the ones in 

London and Paris. Due to their value and delicacy, it is 

very difficult for everyone interested in art or in 

medical issues to access these ancient books. 

Moreover, due to the distance between the museums 

and in the same museum, it is obviously impossible to 

consult at the same time more herbaria, for example in 

order to compare the representations of the same plant 

among authors.  

Consequently there is a big limitation in the spread 

of the knowledge both of the philological-literary 

sciences and of the pharmacologic biology. 
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Figure 2: A page of a Manuscript 

 

2.2. The multimedia digital repository 
 

The modules described in the previous sections 

exploits a multimedia database, intended as the 

underlying versatile layer for the retrieval and the 

visualization of both the 10.000 medieval herbarium 

photos, both all the associated information.  

To this extent, we choose the most appropriate set of 

metadata to structure the selected information. We 

choose the DublinCore [7] and its updates, described in 

next section. At the same time, due to the large amount 

of multimedia information, it was carefully designed a 

protocol for acquisition, paying much attention to the 

peculiarities of the old collection and to the project 

goal, together with the identification of the most 

suitable storage/server solutions. 

Consequently, for each of the hundreds of plants in 

the garden, we stored the following information: 

1. Its actual scientific and popular name and its 

medieval name. 

2. A photo of the plant. 

3. Its possible actual use in medicine and 

taxonomical classification. 

 

Each plant was described in at least one medieval 

manuscript. For each page, we stored the following 

information: 

1. Information on the Manuscript 

2. A High-Resolution digitization (4800dpi) of the 

page in the Manuscripts.  

3. A Low-Resolution, web-optimized digitization 

(4800dpi) of the page in the Manuscripts. 

4. A transcription of the text (this because often is 

very difficult to interpret it) 

5. A translation (in Italian) of the ancient text. 

6. A summary description of the pharmacological 

effects associated by the author to the specific 

plant. 

 

As a result of this step, we obtained a multimedia 

database, containing about 10,000 Hi-Res and 10,000 

Low-Res photos. 

 

2.2.1. Dublin Core 
 

To allow the greatest flexibility in the data 

management, it was fundamental to define a database 

schema containing as much information as possible. 

To this aim, we implemented the Dublin Core (DC) 

[7] metadata schema. The DC is a core set of 15 

semantic definitions for describing resources likely to 

be useful across a broad range of industries and 

disciplines. It was defined by the Dublin Core 

Metadata Initiative (DCMI) [16], an organization 

instituted by the National Center for Supercomputer 

Application and the Online Computer Library Center. 

The DCMI is dedicated to “promoting the widespread 

adoption of interoperable metadata standards that 

enable more intelligent information discovery systems” 

[16]. The DC was successfully adopted by the 

Computer Interchange of Museum Information to 

describe the artworks of the principal world museums, 

such as the British or the Smithsonian.  

By adopting the DC metadata, for each item in the 

database, it was possible to store, among other 

information, the title, the author, the date of creation, 

the size, the format, some describing keywords, and a 

link to one or more digital counterparts.  

 

3. The AmI@GM system 
 

The proposed system is as a pervasive computing-

based virtual guide, accessible via an UltraMobile PC 

with an auto-localization module, meant to support 

visitors of the Giardini della Minerva in the discovering 

of its botanical information and medieval culture. In 

this section we present the main aspects of the 

developed system. 
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3.1. System Architecture 
 

An overview of the overall system architecture is 

shown in Figure 1. It is based on a three-tiered model, 

encompassing a mobile front-end, a middle application 

server, and a database server. The client devices are 

some Ultra Mobile PCs, equipped with RFID readers, 

and communicating via Wi-Fi with a local middle-tier 

infrastructure. The multimedia database contained the 

digitization (both low and hi-resolution) of about 

10.000 slides together with a textual description, while 

the spatial contextualization of the user devices was 

performed by exploiting the RFID technology. In order 

to make the product attractive for a wider range of 

intended users, the presentation of the information 

related to the images makes use of the adaptive 

techniques, basing on the profile of the current user. 

 

 
Figure 3: The System Architecture 

 

Moreover, the intended execution environment (the 

Giardini della Minerva location) is disseminated of 

RFID tags, to provide spatial localization. Indeed, the 

idea is to associate to each flowerbed of the garden, an 

RFID tag containing a unique identifier. 

Upon request, each visitor of the garden is equipped 

with an Ultra Mobile PC. The interaction between the 

application running on the MobilePC and the system is 

triggered by the detection of a RFID tag, providing the 

awareness of the user position within the environment. 

Once the RFID reader on the PC detects a tag, its 

unique ID is passed to the web server via the Wi-Fi 

connection. This allows the application server to 

automatically generate a dynamic page with the 

information regarding the flowerbed.  

The three-tiered architecture led us to a more 

flexible system, where only a light user interface is 

stored onto the client devices. Indeed, the huge 

multimedia dataset of (eventually hi-res) images is 

stored on the back-end and sent on-demand to the 

client. Moreover, with this architecture, 

updates/upgrades in the profiling policies are easier to 

implement, since they can be modified only onto the 

Application Server. 

 

3.2. Ubiquitous Computing Aspects 
 

The main interaction device is an UltraMobile PC, 

i.e. an object whose size lies between a PDA and a 

standard notebook. Indeed it has a 7” touch-screen, no 

keyboard, Windows Xp Tablet-PC edition, and many 

connectivity options, such as the Wireless Network 

Adapter for IEEE 802.11b/g, Bluetooth, and a 

Compact Flash slot, used to interface a RFID reader. 

The weight is less than 1 Kg, so these devices can 

be easily handled by visitors of the Giardini della 

Minerva. 

These UMPC run a Win32 application, enlarge to 

full-screen, and embedding a web browser control. 

Clearly, all the standard Windows widgets have been 

hidden, to present a domain-specific user interface. 

Some screen-shots and a deeper presentation are 

provided in Section 3.4. 

 

3.3. Ubiquitous Communication Aspects 
 

In our system we employed two wireless 

technologies, to achieve the ubiquitous communication 

within the Giardini della Minerva. 

Indeed, we needed a solution to locate in an 

automatic and transparent way the user position within 

the environment, and one to enable a wireless 

communication between the UltraMobilePC and the 

Web/Application Server. The first issue was addressed 

by using RFID technology, while the latter by 

employing a standard Wireless 802.11g network. In the 

following we describe these solutions. 

 

RFID 

  

Radio-frequency identification (RFID) is an 

automatic identification method, relying on storing and 

remotely retrieving data using devices called RFID tags 

or transponders. An RFID tag is an object that can be 

attached to or incorporated into a product, animal, or 

person for the purpose of identification using radio 

waves. Chip-based RFID tags contain silicon chips and 

antennas. Passive tags require no internal power 

source, whereas active tags require a power source. 

RFID tags are categorized as either active or 

passive. Active RFID tags are powered by an internal 

battery; passive RFID tags operate without a separate 

external power source and obtain operating power 

generated from the reader.  

We disseminated the flowerbeds of the Giardini 

della Minerva with RFID tags, as shown in Figure 4. In 
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particular, we used active tags, having a wider range, 

each holding a unique ID, useful to identify the 

flowerbed near the user. Indeed, this tag‟s ID is used as 

request parameter to the web server, to obtain as 

response a page with all the plants contained in the 

nearest flowerbed. Typically, each page contains about 

20 species, identified by a photo and the name. 

 

 
 

Figure 4: Displacement of Active RFID Tags within 

the flowerbeds 

 

WIFI 

 

The communication between the UltraMobile PCs 

and the infrastructure is managed by standard a Wi-Fi 

IEEE 802.11g network. Indeed, tree hotspots have been 

placed within the Giardini della Minerva, and are able 

to cover the entire environment with a wireless 

network. 

 

3.4. User Friendly Interfaces 
 

A key aspect of the ubiquitous computing is a 

spatial awareness of the system, to simplify the access 

to the right information, removing any unnecessary 

user navigational interaction with the system. In our 

case, the contextual awareness was used to filter the 

dataset of herbaria images. Indeed, when the user walks 

within the “Giardino della Minerva” and goes closer to 

a flowerbed, he/she will be guided to discover the set 

of embedded plants, through the presentation of a 

photo of that plant in the various seasons, of a photo 

taken by a contemporary herbarium and, the most 

enchanting aspect, of the illuminated herbaria images, 

showing how the plant was represented in the Middle 

Ages. Furthermore, if the user is interested, he/she can 

obtain enlargements of the selected page, being able to 

read the medieval text, describing about the curative 

effects speculated in the Middle Age on that plant. 

Since the manuscripts were written in Latin, archaic 

French or Spanish, with a very difficult calligraphy, 

each page is coupled with its corresponding 

transcription and translation. 

It is worth noting that the defined interfaces do not 

require any complex choice by the user, but all the 

interaction is driven by direct manipulation, since 

he/she simply clicks with his/her fingers on some 

images onto the screen to access the specific 

information. There is only one icon used within all the 

interfaces, used to go back one level, always placed in 

the lower-left corner of the page.  

In particular, as stated previously, when the system 

detects an RFID tag, indicating that user is close to a 

flowerbed, a page is shown on the UltraMobile PC, 

showing the list of plants, with a photo of the species, 

its popular and scientific names.  

Once the user has selected a specific plant by 

pointing on its photo, the systems shows a set of 

miniatures of all the medieval pages related to that 

plant, together with the name of the book (a screenshot 

is provided in Figure 5).  

 

 
Figure 5: The set of Manuscripts, for the selected 

plant 

 

Finally, the user receives a zoomed photo of the 

manuscript‟s page about the selected plant, a 

transcription of the page, and its translation (a 

screenshot is provided in  

Figure 6).  
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Figure 6: Detailed view of a Manuscript, together 

with its translation 

 

4. Conclusions and Future Work 
 

Diffusion of applications for cultural heritage is 

quickly rising. Nevertheless to ensure effectiveness of 

these systems it is necessary to provide users with 

appropriate user interfaces. It is recognized that 

traditional WIMP interfaces can turn out to be not fully 

adequate. Thus, there is the needing for novel 

interaction paradigms.  

In this paper, we presented an ambient intelligence 

system we developed for one of the most beautiful and 

ancient Italian Botanical gardens. Indeed, the proposed 

system is able to reduce the needing for navigational 

interaction with the user, by exploiting contextual 

awareness to present the proper information. The 

spatial context is devised by some RFID active tags 

pervasively embedded in the flowerbeds of botanical 

garden), to provide a virtual guide for the visitors. 

About future work, we are planning to perform 

some subjective and objective usability evaluations of 

the user-interfaces, to assess the effectiveness of the 

proposal.  
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Abstract—The association of data of different nature to geo-
graphical locations is becoming increasingly popular in a growing
number of domains, including urban management, economics
and social studies.

Traditional geographical information systems (GIS) are pow-
erful tools for processing georeferenced information, but in most
cases they are still complex systems that require highly trained
users for obtaining useful results.

This work proposes a novel web-based architecture for hiding
to the users the complexity of GIS and for allowing them to
interact with the underlying spatial engine through simplified
visual interfaces that take care both of the query and of the
presentation phases. Such integration represents an improvement
in relation to most of the previous research work focused,
respectively, on easying the query or the access to resulting data.

The system has been designed in collaboration with the
researchers of Corila, a Consortium for the preservation of the
Venice lagoon, that contributed to the definition of the system
requirements.

I. INTRODUCTION

The knowledge of georeferenced data has become increas-
ingly important in the last few years. Different domains rang-
ing from urban studies to economics take advantage of such
knowledge for monitoring complex processes and elaborating
strategies. Unfortunately, in many cases the management of
georeferenced data needs sophisticated tools and interfaces
that require a long training for taking full advantage of the
system. The result is that often the users can’t take advantage
of the system potential because of their inability to operate
on complex interfaces. Users often include professionals that
have a deep knowledge of their domain but are not skilled in
computer science.

This work describes an integrated system for easying the
access to georeferenced information on the web. The archi-
tecture of the system permits the user to access a remote
repository of georeferenced information and take advantage
of a sophisticated engine for performing spatial operations
on such data, without being overwhelmed by sophisticated
interfaces for the query and the presentation of information.

Two visual environments for the input and the output are
integrated in a unified interface that completely hides to
the user the complexity of the underlying GIS engine. Such
integrated solution represents an improvement in relation to
most of the research work for easying the access to GIS,

that focuses only on the input or, alternatively, on the output
interface.

Concerning the input, a visual environment compliant with
the web standards is defined for composing visual counterparts
of the variables and of the operators involved in the queries,
hiding to the user the complexity of textual SQL-like lan-
guages. The input interface is based on the results of previous
research work [1] [2] and has been functionally enhanced
in order to let the users to use both discrete and continuous
variables as query operands.

Concerning the output, a visual environment based on the
Google Earth client is used to present the results of the query.
Google Earth [3] is a web-based client-server system that
enables the exploration of a 3D model of the globe. Google
Earth can’t be defined a full-fledged GIS, because it doesn’t
include interfaces and engines for composing and processing
sophisticated spatial queries: basically its standard interface
allows the users to retrieve addresses or paths connecting
different locations. In spite of that, Google Earth is becoming
increasingly popular because of the intuitive presentation of
geocoded data on the Earth surface. Vector and raster infor-
mation can be displayed by third-party developers on the top
of Google Earth, allowing therefore to use it as a base for
visualizing additional georeferenced data.

The management of georeferenced continuous data still
represents an open issue, both for the processing and the
access to such data [4]. This work uses one of the few
engines available for the processing of continuous variables
[5] as the back-end for an integrated, user-friendly, query and
presentation environment. Such environment, which represents
the primary focus of this work, enables researchers to make
queries that involve also continuous variables and to visualize
the results.

The work is organized as follows: Section II surveys related
works. Section III introduces the general motivation for this
work and its requirements. Section IV presents the interface
and architecture for accessing and processing geocoded infor-
mation, including continuous variables. Section V describes
the application scenario, derived from environmental surveys
on the Venice lagoon. Section VI draws the conclusions.
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II. RELATED WORK

This section considers related work, with a particular em-
phasis in the area of interfaces for querying GIS and in the
area of the web access to geocoded information.

Research on visual languages and environments has been
developed in recent years to help users to interact easily with
computer systems avoiding to learn the tedious syntax of
textual command languages.

Textual query languages derived from SQL allow skilled
users to retrieve information stored in databases through text
commands [6] [7]. The main drawback of this approach is
that it requires the users to learn a complex syntax, exposing
the unexperienced users to the risk of formulating uncorrect
queries.

Research aiming at introducing visual counterparts for spa-
tial queries has tried to solve such drawbacks, leading to a
variety of proposals that include iconic [8], graph-based [9]
and sketch-based [10] [11] [12] [13] approaches.

Concerning the operands for composing the queries, most of
the approaches permit to use visual counterparts representing
discrete objects (e.g., a point, a line or a region). Only in recent
times a few researchers have started working on continuous
variables. The paper [4] proposes a visual environment where
the different syntactic parts of the SQL query are mapped to
a set of areas that the users must fill in sequence with a set
of visual counterparts of continuous and discrete operands, in
order to generate a query. While the approach is interesting
and contributes to fill in a significant gap in the domain of
the visual representation of continuous fields, the proposal
closely mimics the SQL language, resulting not intuitive for
the users that are not familiar with its syntax. This work
renounces to a part of the expressivity offered by the latter
proposal, proposing a simpler query environment targeted to
unexperienced users.

Concerning the operators for composing the queries, differ-
ent classes of them have been defined, in order to perform
sophisticated processing of data. In spite of that, only recently
spatial operations have been formalized, that include also
height and depth as a feature. As a consequence, only in
recent times research about visual languages has focused on
this issue: currently only a few visual environments allow to
make queries about phenomena developing in a full 3D space.

One of such environments [1], to which the author of
this paper contributed, allows to compose visual queries in
an abstract 3D space where the operators and the operands
are represented in a visual fashion. The underlying algebra
is derived from the OpenGIS SQL proposal [7] and it is
characterized by a set of topological, directional and metric
operators, applied to operands positioned in a full 3D space.
The implemented system allows the users to make queries with
discrete variables, using in parallel one or more operators (e.g.,
find all the churches with a crypt placed at north of the church
and under the church level). The current release of the system
doesn’t include the possibility to use continuous variables.

Concerning the access to geocoded information from the
web, the situation has radically evolved in the last 10 years.

At the beginning, GIS were proprietary systems with complex
interfaces and modest opportunities to export data. With the
advent of the web, a number of vendors (e.g., MapGuide by
Autodesk [14]) offered systems with client components to
embed in the web pages, implemented with Java or ActiveX
technology. Such systems usually didn’t offer any opportunity
to export data to other formats for presentation.

A different approach, characterized by the ability to make
a query from a standard web page and to present the result in
the browser, using standard XHTML, is offered by other GIS,
mainly open source products [15]. In most cases the web
interface offers only a subset of the query and presentation
potentialities of the full system. The paper [1] can be
considered as an advanced example of such approach that uses
web standards also for the query tool (i.e. a visual environment
based on VRML [16] and XHTML).

The role of standards for the description of interactive 3D
worlds for the net has become increasingly important in the
last few years. VRML and its successor X3D [17] offer the
opportunity to represent geometrical objects and interactive
behaviors with a high degree of precision. The introduction
of GeoVRML [18], an extension of the VRML language
that then has been fully integrated in the X3D standard, has
given the opportunity to represent geocoded information on
the web using standard VRML/X3D browsers available for
most operating systems.

X3D Earth [19], an interesting ongoing project launched by
the Web3D Consortium [20], promises in the near future to
bring to web users the richness of a 3D textured representation
of the Earth together with the interaction potentialities offered
by the X3D language.

A subset of the features of the X3D Earth project are already
available in Google Earth [3], an innovative client-server
architecture that enables the users to access a 3D model of the
Earth and a set of georeferenced objects (e.g., representations
of roads, locations, raster data, etc.) on its top. The client can
be used also as a base layer for displaying additional classes
of georeferenced information, using both visual tools and the
proprietary KML language. Some researchers have started to
take advantage of such feature, using the client as a front-end
for displaying geocoded data generated by different services
[21] [22].

Concluding, even though Google Earth lacks the interac-
tivity of VRML and X3D worlds, currently it represents an
unique opportunity for attaching georeferenced data to an
Earth representation that can be easily accessed by any major
desktop platform connected to the web. This is the reason why
we decided to use this platform for the representation of the
output of the queries.

III. DEFINING THE REQUIREMENTS

The general requirements addressed by this paper include:

• easy access to the geocoded data, both in the query
composition and in the presentation of results;

• possibility to use a wide range of mathematical, metric,
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Fig. 1. The Integrated Visual Interface for Composing Queries (on the right) and Presenting Results (on the left).

directional, topological and boolean operators for pro-
cessing the data;

• query and presentation of continuous data;
• web access to the remote GIS engine and minimization

of the installation on the client side.

Such requirements intersect specific issues derived from a
research activity related to the environment of the Venice la-
goon. In spite of that, they are general enough to be consistent
with the needs of other domains.

The environmental research is coordinated by Corila, a
Consortium for the preservation of the Venice lagoon [23],
with the contribution of the Departments of different Univer-
sities of the regional area. The Corila Consortium manages
a large quantity of environmental data of different nature
derived from experimental surveys of biologists, chemists
and physicists that contribute to the research. Most data is
associated to geographical locations (e.g., concentration of
chemical elements, temperature, distributions of vegetables
and animals, speed and temperature of water, etc.). A sig-
nificant part of the surveys includes continuous data that must
be stored, processed with different operators and visualized by
the researchers participating to the research project.

There was an emerging request, stemming from different re-
search groups participating to the project, of friendly interfaces
for managing the insertion and the retrieval of data without
needing a long training activity. Most researchers are expert
in their domains, but don’t have a deep knowledge of GIS nor
they want to be involved in low level computer science issues.

Another requested feature was the possibility to retrieve data
from remote locations, possibly minimizing the installation
requirements.

IV. AN INTEGRATED VISUAL APPROACH FOR EASYING
THE ACCESS TO GEOREFERENCED DATA

A. Hiding the Complexity of GIS

The proposal described in this work represents an answer
to the requirements described above. The system is focused
on easying both the query composition and the presentation
of data.

In compliance with most previous research work related to
visual query languages for the GIS domain, we implemented,
for the input interface, a simplified and highly interactive
environment for enabling the user to query the system manip-
ulating visual counterparts of the variables and their relation-
ships. A different choice was made for the output interface,
conceived for showing the localization of the results on the
territory. Such interface didn’t require complex manipulation
capabilities. Instead, it required the capability to navigate the
georeferenced results superimposed to the territory map and
to make simple selections of such data. Because of the current
unavailability of a single technology for building both the input
and output environments, we used different tools to achieve
the result. In particular:
• the input phase takes advantage of a visual environment

based on VRML and XHTML for composing the queries
and for translating them into a textual string; such string
is then passed to the GIS engine for processing;

• the output phase takes advantage of the Google Earth
interface for superimposing the data to a representation of
the Earth surface; the interface is used both for displaying
the survey data and the query answers.

The interfaces have been integrated in a unified layout for
the query composition and the data presentation (see Figure
1).

The choice of VRML and Google Earth for managing,
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respectively, the input and the output phase is due to their
different points of strength and weakness. While the VRML
technology permits to manipulate 3D interactive objects for
composing the queries in a visual fashion, currently doesn’t
offer a 3D Earth model for presenting the results. On the
other side, Google Earth is a widely available 3D client for
navigating the representation of the Earth at different levels
of granularity and layering several classes of objects on its
top, but currently doesn’t permit to manipulate (e.g., move or
rotate) the objects represented on the Earth’s surface; therefore
it can’t be used for composing interactively the queries. Even
the novelties of the last version of Google Earth, such as the
possibility of adding objects complying with the new Collada
specification [24] don’t add interactive features, and therefore
are not adequate to our goal.

The following subsections are focused on describing in
detail the components of the visual interface; a description
of the implementation architecture will follow.

B. The Input Phase: The Visual Counterparts for the Query
Operators and Operands

The proposal described for the input phase stems from a
more general research activity, to which the author contributed,
aimed at improving the quality of interaction when accessing
geographical data, with a particular reference to users that
are not skilled in the computer science domain. In particular
[1] [25] were focused on easying the composition of queries,
translating the constructs of the OpenGIS SQL [7] into
a set of visual metaphors that could be composed also by
unexperienced users.

This work adds a further level of expressivity, allowing
the users to use also continuous variables and introducing
additional classes of operators.

The variables are mapped to textured and labeled 3D
cubes, associated to survey data, named geometaphors; such
visual metaphors are selected by the users in the 3D visual
environment for composing the query.

The choice of mapping the variables to a 3D representation
is due to the relevance of the third dimension for a significant
number of operators (such as the directional operators, which
include also height and depth). Such solution has already been
evaluated in terms of usability and user satisfaction [26],
showing that unexperienced users benefit from the application
of such metaphor, allowing them to make complex queries
without knowing any syntactical detail of a textual query
language.

In this work the query operators have been selected match-
ing the full set of operators available in the GIS engine chosen
for the system with those ones deriving from a survey con-
ducted among the potential users of the system. Such survey
was focused on identifying the classes of operations that
were considered more useful for the environmental domain.
In particular:
• the metric, directional and topological operators, already

considered by the previous works, have been confirmed
for this system;

• the boolean and mathematical operators represent new
additions, due to the processing of continuous variables
and to the request of performing statistical operations on
the geocoded data.

Because of the limits of the paper we don’t have the space
for an analytical description of all the operations; therefore
we’ll give a synthetic classification of all the operators in-
volved. Each class of operators is visualized in peculiar way
in the query interface:
• the metric operators are represented by a textual label

placed next to the geometaphors (e.g., the relation dis-
tance is represented by a numerical label between two
geometaphors);

• the directional and topological operators are represented
by the spatial properties of the geometaphors disposed
in the 3D scene (e.g. the relation overlap is represented
by two overlapped geometaphors, the relation disjoint is
represented by two separate geometaphors); complemen-
tary textual labels dynamically confirm the current spatial
relation to the user that is composing the query;

• the boolean operators are visualized introducing a visual
artifact between the geometaphors; the artifact is textured
with a representation of the specific boolean operation
and is marked by a textual label (e.g., the relation and
is represented by a small cube textured with an icon
representing the union of objects, placed between two
geometaphors);

• the mathematical operators are represented by a tex-
tual label when the operation is applied to a single
geometaphor; the operators are visualized introducing
a visual artifact between the geometaphors when there
are two or three variables (e.g. the relation mean is
represented by a small cube textured with an icon repre-
senting the mean operator, placed between two or three
geometaphors).

C. The Input Phase: The Visual Interface for Composing the
Queries

The visual metaphors described in the previous subsection
are composed in a 3D visual interface. The main part of
the interface (see Figure 1 on the right) is represented by a
3D environment where the user can put from one to three
geometaphors chosen from the left panel of the input inter-
face and associated to the data available in the geographical
database (Figure 1, labels 1 and 2).

The insertion requires a two-step procedure based on the
selection of a class of objects (e.g., city, park, temperature,
polluting agent, etc.) and the further selection of a specific
instance (e.g., the city Mestre or the polluting agent mercury).
The selection of a given geometaphor causes the visualization
of the object inside the 3D area (Figure 1, label 3).

The right panel of the interface (Figure 1, labels 4 and
5) contains the classes of operators that the user can apply
to the objects. Metric, directional, topological and boolean
operators can be applied if there are two geometaphors in
the scene; different types of mathematical operators can be
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applied if there are one, two or three geometaphors in the
scene. The system guides the user, visualizing only the classes
of operators that can be applied in a specific situation.

After the choice of the operator type, the user refines
the query composition, dragging the geometaphors along the
three cardinal directions, in the case of spatial operations, or
selecting a specific operator, in the case of mathematical and
boolean operations.

Figure 1 describes a topological query with two continu-
ous variables that represent the distribution of mercury and
lead on the territory and the topologic operator overlap.
The user searches for a simultaneous presence of the two
agents, expressing the search through the visual composition
shown in Figure 1. Two geometaphors associated to the two
agents are moved in the 3D area and overlapped to mean the
contemporary presence of the two pollutants. The relation is
also confirmed by the label dynamically visualized over the
operands.

A query button, available in the lower part of the screen
(Figure 1, label 6), triggers the query execution.

The visual environment offers also some additional func-
tionalities for enhancing the usability of the system:
• the point of view can be modified by the user, dragging

the mouse over the 3D scene;
• an automatic zooming mechanism monitors the variations

of the point of view and adjusts the visualization, in order
to include all the objects available in the 3D scene;

• contextual help messages are visualized on the top of the
window (Figure 1, label 7) for suggesting to the user the
actions needed to complete the query;

• a textual version of the query in a pseudo natural language
is visualized on the lower panel of the interface (Figure
1, label 6) and is updated in case of changes in the 3D
scene;

• an info button allows experienced users to see the trans-
lation of the visual query into the actual string passed to
the GIS server;

• additional buttons for canceling or saving the current
query for future use are implemented.

D. The Output Phase: The Visual Interface for Presenting
Information to the User

The presentation of data is obtained through the integration
of the Google Earth client, that is used as a front-end for
visualizing survey data and the query output.

Concerning the survey data, the Google Earth client is
triggered when the user selects a geometaphor in the visual
query interface. The user can then navigate the raster and
vectorial data superimposed to the Earth representation using
the standard commands of Google Earth. Additional details
can be obtained clicking over the objects displayed in the
scene. The Google Earth client is also activated after query
processing by the GIS server.

Figure 1, on the left, shows the result of the topological
query formulated on the right part of the interface. The
result of the elaboration by the GIS engine appears as a

semitransparent raster map (Figure 1, label 8) that shows, for a
rectangular portion of the Venice lagoon, the locations where
there is a simultaneous presence of mercury and lead.

E. The Implementation Architecture

Fig. 2. The Implementation Architecture.

The implementation architecture (Figure 2) uses a number
of components characterized by different technologies that
have been integrated in order to comply with the initial
requirements and to maximize the results in terms of the
usability of the system. The result is available in the form
of a web-based client-server application:
• the visual query interface component (1) has been imple-

mented using a VRML based environment embedded in
an XHTML layout, enhanced with CSS technology for
presentation; the visual query parser (2) translates the
visual query in a textual form and passes it to the GIS
server;

• the GIS server engine (4) receives and elaborates the
query, accessing the data repository (7); the geodata con-
tained in such repository are both discrete and continuous
ones; in the latter case the interpolation component (6)
filters such data to obtain a continuous field. The result
of the query is translated by the KML converter (8) and
sent to the user interface for the presentation.

• the result presentation interface (3), based on the Google
Earth client, receives the KML data and shows the result
to the user.

The tools used for the development of the prototype include,
on the client side, the Cortona SDK by Parallelgraphics [27]
for the development of the 3D query environment and its
integration with the XHTML/CSS interface and, on the server
side, the ArcGis Server by ESRI [5] with spatial extensions
for the management of continuous variables.

Concerning the choice of the GIS engine, a lot of time
was dedicated to examine and compare the features of many
commercial and open source products. Most of them were
unable to process continuous data, which represented one
of the initial requirements for our system. The exam of
the literature didn’t help us in this respect, because most
of the research work about the management of continuous
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georeferenced variables is focused on theoretical issues or on
partially implemented systems. At the end, the survey led us
to identify the ESRI GIS server as the most suitable for our
purposes. The features of this commercial product include the
possibility to derive continuous data from the interpolation of
discrete elements and to manipulate them through a peculiar
approach named map algebra.

V. CASE STUDY: THE VENICE LAGOON

Fig. 3. Temperature Data and Survey Stations.

The collaboration with the Corila Consortium for the preser-
vation of the Venice lagoon gave us the opportunity to focus
on specific requirements and to direct the design and the
implementation to the real user needs.

Currently, we cannot use the complete set of data collected
by Corila, due to the ongoing redesign of RIVELA, the
complex database hosting the survey data coming from the
research units. The sample data that we used, however, are
representative of the needs of the researchers, as stated by a
survey of the Corila research program.

Because of the limits of the paper, we’ll present only two
examples that show how the integrated system may support
the users in scenarios ranging from the analysis of the envi-
ronmental data to the simulation of dangerous environmental
situations. A third example, related to the same scenarios and
focused on the composition of a spatial query with continuous
variables and topological operators, has already been presented
in Figure 1.

A. Example 1: Visualizing Discrete and Continuous Data from
a Survey

The first example is focused on the access to survey data.
In the current prototype this presentation is automatically
triggered for visualization on the output interface when the
user selects a given variable in the visual query interface. The
semitransparent raster map superimposed to the sat image of
Venice lagoon area represents the result of the interpolation
on a temperature survey (Figure 3). The survey stations are

labeled yellow landmarks; the user can click over the land-
marks for displaying detailed information about the stations
and data logged.

B. Example 2: Composing a Spatial 3D Query with Metric
and Directional Operators

Fig. 4. A Query with Metric and Directional Operators.

Fig. 5. A Query with Metric and Directional Operators - Zoomed View.

The example shows the composition of a query with both
metric and directional operators. Both continuous and discrete
variables are involved in such example. The underlying sce-
nario is the simulation of a pollution numb originated by a
leak of phosgene from the chemical plants that are situated
near to the urban area of Marghera.

The responsible for the environmental safety of the Venice
area needs to make some hypotheses in relation to the current
direction of winds and to the height of the numb that represents
a danger due to the polluting agent fall-out.

The user, on the basis of the current position of the polluting
numb, asks to the system which parts of the numb can be
considered as dangerous for the city of Marghera. As shown in
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Fig. 6. A Query with Metric and Directional Operators: Presentation of the
Results.

Figure 5, magnified for clarity, the geometaphors representing
the city of Marghera and the phosgene numb are put in the
3D area.

The user, after the selection of the metric/topological oper-
ations type, moves the geometaphor representing the polluting
numb along the North direction, then along the vertical axis
to the height of 8 meters, that represents a security value for
the fall-out.

Figure 6 visualizes a portion of the result, showing the
part of the toxic numb (label 1) that represents a danger for
the urban center of Marghera (label 2) in the context of the
hypotheses formulated by the environmental expert.

VI. CONCLUSION

This paper has presented an integrated web-based architec-
ture for enabling users that are not skilled in the GIS domain
to access seamlessly georeferenced data and elaborate them
in a visual environment. The prototype developed addresses
the needs of the environmental research, because of the
involvement in a specific project, but it is general enough to
be used also in other domains.

The access to information is mediated by a set of visual
interfaces that take care of the query and the presentation
phases and permit the users to compose sophisticated queries
without learning complex textual query languages.

The integration of the continuous variables in the visual
metaphors for the query and the presentation of the results, is
an additional feature of this work.

The prototype has been built according to the requirements
of the users of the Corila Consortium and has been informally
evaluated by a group of them, obtaining a first positive evalu-
ation. The full implementation of the visual environment and
its evaluation on the field is part of the ongoing development.
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Abstract 
According to the new trends, final users are 

interested in acquiring content from different 
distribution channels and in using it on different 
devices/tools, while interchanging the content among 
devices and tools. This paper depicts the main scenario 
and reports a unified architecture supporting 
multichannel distribution and content interoperability. 
The paper presents the results produced in this area 
within AXMEDIS IST FP6, a research and development 
integrated project (Automating Production of Cross 
Media Content for Multi-channel Distribution) partially 
funded by the European Commission. 

Keywords: e-commerce, multichannel distribution, 
interoperable DRM, iDRM, MPEG-21.  
 
1. Introduction 
Final users are requesting more functionalities from 
content and content distributors. Content distribution 
services are grounded on a large set of technologies for 
content formats, connections and digital transmission, 
content processing and adaptation, content protection, 
and for Digital Rights Management, DRM. See for a 
general overview [Koushanfar et al., 2005]. In terms of 
content formats and DRM, many solutions are available 
on the market such as Apple i-Tunes, Microsoft 
Windows Media DRM, Adobe DRM, Intertrust, and 
OMA (Open Mobile Alliance, [Iannella, 2002]), and 
others see [Lin et al., 2005]. Most of these solutions 
have relevant limitations on the content formats and 
interoperability, since they support only a limited 
number of media formats, devices and distribution 
channels. Others have DRM mechanisms which allow 
exploiting/controlling only a limited number of rights on 
the digital content and therefore they allow establishing 
only a limited number of business models. Despite the 
large number of offered solutions, none of them seem to 
be generally accepted. 

Business and final users are becoming more and more 
interested in using more complex digital content (e.g., 
interactive content with several kinds of media inside: 
audio, video, games, document, etc., SMIL, HTML, 
SCORM, etc.) [Bellini et al. 2006]. They expect to 
receive this kind of content from different distribution 
channels and to use it on different devices/tools, 
according to different business models (e.g., renting, pay 
per play, pay per use, all you can eat, passing the content 
to friends while receiving some bonus). The present state 
of the art is dominated by the lack of interoperability 
among different: content formats and DRM solutions 
(different licenses, protocols, protection models, etc.), 
distribution channels, devices and tools, accounting 
information, etc.  
Attempts to solve this situation have been the creation of 
open DRM standards; such as those proposed by MPEG-
21 [Wang et al., 2005], and/or by OMA [Iannella, 2002]. 
On the other hand, market standards such as i-Tunes, 
Microsoft DRM, can hardly be substituted by these new 
open standard solutions which suffer from a lack of 
interoperability among them. This is due to the 
assumption each of them make as to become the 
universally “Adopted Standard”. Among the emerging 
standards, the MPEG-21 is likely to be the most 
promising, it can deal with: license (formalized in some 
REL, Right Expression Language), event reporting for 
logging the actions/rights performed/exploited on the 
players, and the formats for content packaging called 
Digital Item Declaration (DID) [MPEG-21 DID] and the 
protection information called Intellectual Property 
Management and Protection (IPMP).  
In this paper, the focus is on the problems lying behind 
any enabling of interoperability among multiple 
distribution channels. The studies and the solution 
reported in this paper have been worked out for 
AXMEDIS (Automating Production of Cross Media 
Content for Multi-channel Distribution) Integrated 
Project FP6 of the European Commission 
(http://www.axmedis.org), [Bellini and Nesi, 2005]. The 
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AXMEDIS consortium consists of: European digital 
content producers, integrators, aggregators, and 
distributors, collecting societies, together with 
information technology companies and research groups.  
  
2. Digital Rights Management Scenarios  
At present, there is a large number of content formats 
ranging from basic digital resources (documents, video, 
images, audio, multimedia, etc.) to integrated content 
packages such as: MPEG-21 [MPEG-21 DID],  SCORM 
[Mourad et al., 2005], OMA. Packages can wrap digital 
resources with other related information (e.g., metadata, 
identification codes) so as to make them ready for 
delivery. Such solutions are more flexible, if compared 
with proprietary solutions where the DRM can be 
applied only to the single resources. The typical content 
production and distribution scenario, which synthesizes 
the most relevant phases from content packaging to 
content distribution, is shown in Figure 1. 

  
Fig.1–A simplification of a typical DRM based 
Content Production and Distribution solution. 

 
The distributor establishes a contract/agreement with the 
Content Producer (this is a simplification). The 
distributor may protect the produced content package to 
keep a certain level of control about the exploitation of 
rights. The content distributor may make business by 
allowing consumers to access the content through 
specific licenses. The latter ones describe the set of 
rights granted to the consumers (the rights are the 
actions that can be performed on the content, e.g., play, 
print, copy, etc.). The digital resources are packaged in 
order to get a package for the distribution which is 
protected by using some algorithms. The protection 
information (P) has to reach the final user in order to 
allow him to unprotect/open digital resource and/or the 
package, when the user is authorized to do it. This kind 
of information is typically called Protection Information 
or IPMP as in MPEG-21. Both license and protection 
information is needed to exploit the rights on the 
content. They can reach the content via different paths or 
together. If they arrive together, the protocol from the 

License Server to the Player/device results to be 
simplified; and license production cannot be delegated to 
third parties.  
Once the content package has reached the consumer’s 
player, he/she may exploit the acquired rights, e.g., “a 
play”. In order to permit the performance of authorized 
actions only, the player/device has to verify if it can be 
authorized according to the license, for example 
contacting the License Server. The License Server 
processes the license database to verify if the 
authorization can be granted to the player. In alternative, 
a copy of the license can be sent to the player. Every 
time a right is exploited, the involved distributors/ 
producers may need to have back an evidence for their 
Administrative Services (e.g., for sending the bill). This 
information can be easily recovered in solutions that 
constrain the player/device to contact the License Server 
for each grant authorization. In those cases, a sort of 
Action Log record (Event Report in MPEG-21) can be 
produced by the player/device. The information on the 
user Action can be used for recovering statistics about 
content usage, to adjust the service, to make market 
analysis, etc. 
According to the above short presentation of the typical 
scenario, it can be stated that: content formats, license, 
protection information, and action log, strongly 
influence the architecture and protocols of the 
distribution channel, thus creating differences which 
may limit the interoperability among the different 
channels and DRM models. The difficulties are mainly 
due to the differences among the different DRM 
solutions and devices, to the information transferred 
among the involved entities and to the related protocols 
used to perform authentication, granting the 
authorization, accessing to the license, accessing to the 
protection information, requesting license production, 
reporting actions log, etc. All these details are strongly 
relevant for the interoperability among different DRM 
distribution channels even if they are based on different 
tools, formats and protocols.  
 
3 AXMEDIS Distribution Services 
A description of the AXMEDIS architecture can be 
recovered from [Bellini et al, 2005] and the full 
specification from the AXMEDIS portal. The following 
AXMEDIS architecture for multichannel distribution of 
interoperable content and DRM is supported by a 
number of service tools for: Authorizing and Managing 
Licenses, Supervising and controlling activities, as well 
as for User and Tool Authentication. The models and 
tools mentioned in the scenarios can be adopted by any 
actor of the value chain without any limitation; therefore 
“producer” and “distributor” have to be intended as roles 
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rather than effective entities. The tools mentioned above 
refer to generic functionalities, as described below. 
The main rationales which led to the definition of the 
AXMEDIS tools and web services are reported along 
with the presentation of the most relevant scenarios for 
B2B and B2C, respectively.  
Authorizing and Managing License Service 
The AXMEDIS PMS (Protection Manager Support) 
Service is mainly a License Server which allows 
granting the authorization to the players on the basis of 
the licenses. It is the primary access for a large set of 
capabilities exploited by the content producers such as: 
license posting, verification, revoking; revoke of objects, 
tools and users, etc. Some of these services are delegated 
to the AXCS (AXMEDIS Certifier and Supervisor). 
Most of the AXCS services are conveniently made 
accessible by the PMS since it establishes a secure 
communication channel with the Production Tools and 
Final User Tools. All the above services have 
information (such as certificates, protection information, 
grants, action logs, etc.) that should pass via a secure 
channel in order to avoid simple sniffing attacks.   
Supervising and Control Service 
The AXCS (AXMEDIS Certifier and Supervisor) 
Service provides a number of services for producers and 
distributors such as: object ID assignment, user ID 
assignment, access to Action Log reports and statistics 
about events and user usage.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In addition, the AXCS provides a number of services to 
the PMS such as: storing of the actions logs (grants, 
posting of licenses, and other events), tool registration 
and authentication, posting of protection information, 
revoke of object, tools and users. The AXCS collects 
and keeps the information regarding the registered 
objects, users, devices, etc., and therefore it allows the 
management of black lists. It also stores the Protection 
Information of each protected object, resource and the 
list of actions performed on them, the so called Action 
Log database. Each Action Log describes an action 
performed on a given content/resource, by a given user, 
on the basis of a given license, etc. The whole set of 
Action Logs allows to produce the reporting and the 
production of statistics. 
Registration Portal and Service  
It is used to register users (final and business) in 
collaboration with the AXCS and the AXMEDIS 
Certification Authority. The registration portal allows 
collecting information about the users, regardless of the 
assignment of their unique ID and provides certificates. 
The PMS and AXCS does not have any personal and 
private information about the user and see them only via 
their unique ID.  
3.1 Business to Business Scenarios 
In Figure 2, the point of view of the Producers with their 
production tools and two related Distributors is 
presented. The Producer typically performs the 
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Figure 2 – DRM Services, Producer’s point of view and its tools, a Business to Business case from Producers to 

Distributors.  (Please note that for one of the Producer we have not depicted all possible connections) 
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following operations as to the above mentioned services 
and tools. 
User Registration for business users as content 
producers and distributors. The registration provides 
them a unique ID and a certificate released by a 
Certificate Authority. 
Tool Registration to register the tools used by the 
producer for producing content object packages, 
licenses, and to revoke licenses. In general, different 
users may use the same tool, so that the certificate 
should be managed at the User’s level, whether this 
distinction is needed by the control and/or revocation 
process and tools. 
User and Tool Authentication operations performed to 
verify if the connection is established with the right user 
and tool. A simplification can be performed in the case 
of final users if User and Tool are considered a unique 
element, e.g., the Device. The authentication based on 
the certificate allows also storing the keys to establish a 
protected channel for exchanging sensible information.  
Object Publication, Object ID Assignment, Object 
Registration/Posting of Protection Information. In 
most cases, the producer asks for the production of 
protected objects to the distributor, moving the not 
protected objects to the latter. In this way, the producer 
delegates also part of the control about the exploited 
rights. In other business cases, the activity of content 
protection is performed by some intermediate producer. 
The scenario reported in Figure 3 is more complete and 
offers several advantages. The protection is directly 
performed by the producer who can distribute the 
protected objects to more distributors (even with 
different DRM and protection models).  
License Posting. The license provided by the Producer 
defines the rights that he has deployed to a distributor 
(also called distribution or mother license). These 
licenses typically include the possibility of (i) object 
reselling according to different business models, (ii) 
object adaptation to make the object suitable for 
different distribution channels and devices, (iii) object 
encapsulation, (iv) object interrupt for advertising, etc. 
Therefore, the licenses, that the Distributor produces (to 
enable the rights’ exploitation for the final users), 
depend on the licenses the Distributor bought from the 
Producer. Once the license is posted on the PMS 
(License Server), the corresponding action should be 
communicated to the AXCS in the form of Action Log 
(reporting the event).  
Revoke License. This operation can be performed to 
terminate the contract that the Producer has with a 
Distributor/User. The License Server, such as the PMS 
Service, has to manage a black list of revoked licenses.  
Revoke Object. This operation allows invalidating a 
specific object by including its unique ID in a black list. 

This action disables the distribution of the Protection 
Information related to that object.    
Action Log and Statistics Accesses allows getting 
detailed reporting and statistic information about the 
exploitation of rights and other events. The Producer is 
interested and it is authorized to have the detailed 
information about the exploited rights for the produced 
objects. The detailed reporting refers to the Action Log 
records which were produced according to some 
produced objects. The Action Log record for each 
exploited right includes also: content owner ID, 
Producer ID, Distributor ID, Object ID, User ID, right, 
device ID, date and time, etc. Some kinds of information 
(such as the User ID) cannot be delivered to the 
Producer, in order to respect the privacy.  
 
3.2 Business to Consumer Scenarios 
Figure 3 depicts the point of view of a DRM Client and 
Player with respect to the distribution of content per-
formed by two Distributors and other DRM services. In 
this case, the activities are performed by means of the so 
called DRM Client and Player that includes the 
device/tool which the user performs all actions from. 
Any User may have/use one or more devices/tools 
supporting interoperability. The DRM Client/player 
typically performs the following operations. 
User Registration and Authentication to register the 
user on the circuit of the Distributor(s). The Distributor 
needs to identify the User so as to provide him with the 
bill or to get the payment in advance (both models are 
possible). The second case allows the User to maintain 
anonymity with respect to the distributor, yet limiting the 
flexibility of the business model that can be agreed 
among these business actors. The registration in this case 
leads to produce a unique ID for the User and to deliver 
a Certificate in order to establish protected 
communication and authentications. 
Tool Registration and Authentication to identify the 
tool used by the final user and to certify that they are 
trusting tools. The distinction between user and tool 
allows managing multiple users exploiting the same 
device for accessing content and exploiting rights such 
as in archives, schools, content factories, families, etc. 
Query (browse, selection), Get Object and Set Contract. 
The final user may go to any Distributor to make some 
query for selecting the content objects. In order to enjoy 
the content object, some rights have to be acquired by 
the user setting a contract with the Distributor according 
to some business model. In any case, according to the 
established contract, the Distributor has to issue a 
corresponding License, and to post it on the License 
Server (PMS). Once the license is posted, the 
corresponding action may be logged into the AXCS in 
the form of Action Log record (reporting the event). 
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Do Payment, Dispose Payment, Delegate Get Payment. 
According to the business model, the Distributor starts 
the process to obtain the payment from the user. This is 
typically performed by delegating some external 
Payment and Compensation Service to get the payment 
from the User (Delegate Get Payment). The Distributor 
periodically verifies the status of the payment to enable 
the service to its client. A similar service can be used by 
the Colleting Societies to dispose the revenue sharing 
among the value chain actors involved in the rights sold 
by the Distributor (Dispose Payment).   
Grant Authorization, Content usage, rights’ 
exploitation. Finally, the user who obtained the content 
can try to exploit its rights, for instance making play on 
its DRM-enforced player. This action implies to contact 
the PMS to establish a secure connection in order to get 
the Grant Authorization. Once the grant is provided, the 
corresponding action is communicated to the AXCS in 
the form of Action Log record.  
4 Unique Backoffice DRM Interoperability 
By using the AXMEDIS framework and tools, it is 

possible to set up a large set of different architectures 
and configurations, which allows managing at the same 

time and in harmonized manner several different 
distribution channels, while supporting also production 
and distribution on demand. The AXMEDIS solution 
allows realizing multichannel interoperable channels 
supporting both MPEG-21 and OMA for distributing 
content via satellite data broadcast towards PC and/or 
STB, via Internet towards IPTV and/or STBs, via mobile 
channel to moves, etc., as demonstrated by AXMEDIS 
demonstrators (www.axmedis.org). 
The AXMEDIS framework allows automating the 
activities of production and distribution by scripting 
these activities and putting them in execution on the 
Content Processing GRID platform: the so-called 
AXMEDIS Content Processing. This solution allows 
setting up different interoperable distribution channels 
with a unified back-office. For example, (1)   
AXMEDIS/MPEG-21 content format distribution 
towards PC and STBs exploiting functionalities of both 
the AXCS and the AXMEDIS PMS; (2) OMA 
distribution according creating OMA packages and 
accessing to OMA license server according to the so 

called Separate Delivery; (3) a channel can be based on 
Microsoft Windows Media DRM, creating MS content 
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Figure 3 – Exploiting DRM Services, point of view of final user with its DRM client and player, a Business 
to Consumer Scenario. (please note that, for one of the distributor not all the connections have been 
reported). 
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and posting licenses on related License Server. These 
channels may have a unified or separate portal with 
services for content promotion and distribution in 
streaming and/or download. On the basis of the 
AXMEDIS back office tools and Rules [Bellini, Bruno 
and Nesi, 2006] specific services/adapters can be set up 
by intermediate business partners for transcoding 
content packages and/or licenses among different non 
interoperable channels, so as to make them interoperable 
(for example converting MEPG-21 REL license into 
OMA DRM license). The above mentioned rules may 
include adaptation of content, of metadata and of  
license. In some cases the content cannot maintain the 
same functionalities in all platforms and therefore some 
parts of the license have no sense for some devices.  
 
5. Conclusions 
This paper has presented the architecture of AXMEDIS 
for multichannel interoperable content production, 
protection and distribution. The architecture has been 
defined as a result of an analysis of a large set of 
different content models, distribution solutions and 
DRM architectures, and supports the harmonization of 
the MEPG-21 with OMA and Windows DRM. The 
analysis has been performed to define common bases for 
their interoperability and to define a unified architecture 
supporting different models and solutions of 
interoperability, thus supporting and facilitating the 
transition from the present status and solutions to a 
possible unified and standardized model.  
The paper reported an overview of the AXMEDIS 
architecture and tools which are a solution to automate, 
accelerate and restructure production and protection 
processes. AXMEDIS architecture supports 
multichannel and interoperability by allowing to set up 
services for the migration of content from different 
formats (by setting up some adaptation services), among 
different channels and from different DRM formats 
[Bellini, Bruno and Nesi, 2006]. Such different channels 
may have their specific devices and business models and 
their specific DRM solutions. This paper described only 
a part of the whole AXMEDIS framework and 
architecture which is addressing many other problems 
and critical points. AXMEDIS solution is mainly based 
on MPEG-21 and OMA models and it provides and 
stimulates the usage and the exploitation of the 
developed features for creating many AXMEDIS 
compliant tools and solutions, while making the core 
aspects and solution accessible in the form of 
AXMEDIS Framework. The full specification of 
AXMEDIS tools and WSs can be accessed on the 
AXMEDIS portal. 
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Abstract 

Cross media and hypermedia content formats and 
related tools have to take into account aspects related 
to the protection and management of intellectual 
property right along the value chain from content 
production to content distribution up to the final user.  
In this view, the relevance of MPEG-21 standard is 
growing also for the B2B manipulation of digital 
objects, using the nested levels of protection in the B2B 
exchanges. When studying how to map the produced 
nested Digital Items on the File Format standard 
several difficulties have been faced since the MPEG-21 
have limitations in managing protected nested levels 
that are very relevant for the B2B activities. The paper 
discusses them and proposes solutions that have been 
realized in the AXMEDIS models and tools. AXMEDIS 
is a research and development integrated project of the 
European Commission.  

Keywords: MPEG-21, content distribution, File 
format, nested protecting levels, B2B packaging. .  

1 Introduction 
The solutions for digital content distribution and e-
commerce are mainly based on the state of the art of 
multimedia content modeling, packaging, protection 
and distribution. At present, there exists a large 
number of content formats ranging from basic digital 
resources (documents, videos, images, audio, 
multimedia, etc.) to integrated content packages such 
as: MPEG-21 ISO [4], WEDELMUSIC [2], SCORM 
[11], OMA (Open Mobile Alliance), TV-AnyTime 
Forum [7], etc. These integrated content formats try to 
wrap different kinds of digital resources/files in a 
container/package with their related information (e.g., 
content metadata and descriptors, relationships among 
resources, etc.) and they make such resources ready for 
delivery (streaming and/or downloading), in plain 
(clear-text) and/or protected forms. In fact, some of the 
above mentioned solutions are enabling a large range 
of business and transaction models and provide some 
integrated DRM (Digital Rights Management) 
solutions to cope with Intellectually Property Right 
(IPR), such as those based on  MPEG-21 REL (MPEG 
Rights Expression Language) [15], OMA ODRL 

(Open Digital Rights Language) [8], and others [10], 
[9]. 

In AXMEDIS (Automating Production of Cross 
Media Content for Multi-channel Distribution) [1], the 
MPEG-21 DI (Digital Item) has been adopted as a 
basis to realize a platform to produce, protect and 
distribute cross-media content in XML and binary 
formats. The AXMEDIS Data Model has conceived 
the so called AXMEDIS Object (the unit of 
distribution) as an MPEG-21 DI, with specific 
structuring, metadata, descriptors and capabilities for 
nesting levels of object composition and protection. 
AXMEDIS supports both DI representation XML files 
according to DIDL (Digital Item Description 
Language) and ISO (International Standard 
Organization) media File Format [6], [5], [14]. The 
work presented in this paper has been developed in 
AXMEDIS which is a large research and development 
Integrated Project FP6 of the European Commission 
DG INFSO (http://www.axmedis.org), [3]. 

This paper discusses an experience in using 
MPEG-21 Part 9 [14] to represents complex digital 
items, much more complex objects with respect to 
those presented as example in the standard. DIs. The 
issues are related to the above mentioned needs where 
MPEG-21 IPMP (Intellectual Property Management 
and Protection) is used for protecting sub-parts (DIDL 
Item elements). The target of the protection can be an 
Item element which includes protected Item elements. 
In this paper, a solution for representing such DIs in 
terms of File Format (FF) has been outlined. This 
paper aims at explaining about how the MPEG-21 
Standard (Part 9) can be used (extended in terms of 
semantics) to model complex objects by using the 
solutions proposed in AXMEDIS. The solutions 
proposed impacts on the realization of DIs representing 
multimedia presentations, based on HTML and/or 
SMIL (as presentation models) and on digital resources 
and links and nested DIs [3].  

2 MPEG-21 File format and protection 
issues 

The standardization of the file format of MPEG-21 has 
basically reused the ISO media standard produced for 
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MPEG-4 [14]. This choice produced a very simple 
specification for which the MPEG-21 description 
(DIDL [12], IPMP [13], etc.) has to be included in the 
XMLBox inside a MetaBox as in the example of 
Figure 1.  

 
Figure 1 – File format example 

In that manner, a placeholder for MPEG-21 based 
description has been reserved; media components can 
be located in proper MediaDataBox and referred by the 
XML structure using references. A DI that includes an 
image and an audio file can be represented in MPEG-

21 FF as depicted in Figure 1. Please note that DIDL 
structure refers to “image.jpg” and “audio.mp3”: the 
proposed semantics requires a player to resolve those 
references by accessing to the proper MediaDataBox. 
For that reason the ItemInformationBox is populated 
with the media in order to be accessed by the player 
(i.e., loaded at the opening). The ItemInformationBox 
is linked with the ItemLocationBox on the basis of the 
“itemID”, the second one represents a look-up table for 
selecting the file portion that includes a given resource. 

The XML Box sketched in Figure 1 is reported in the 
following box with more details. 
<?xml version="1.0" encoding="UTF-8"?> 
<DIDL xmlns:xi="http://www.w3.org/2001/XInclude" 
xmlns:dii="urn:mpeg:mpeg21:2002:01-DII-NS" 
xmlns="urn:mpeg:mpeg21:2002:02-DIDL-NS" 
xmlns:ipmpdidl="urn:mpeg:mpeg21:2004:01-IPMPDIDL-NS" 
xmlns:ipmpinfo="urn:mpeg:mpeg21:2004:01-IPMPINFO-NS" 
xmlns:dc="http://www.w3.org/1999/02/22-rdf-syntax-ns#"> 
<Item> 
 <Descriptor> 
  <Statement mimeType="text/xml"> 
 
 <dii:Identifier>urn:axmedis:00000:obj:…axoid…</dii:Identifier> 
  </Statement> 
 </Descriptor> 
 <Descriptor> 
  <Statement mimeType="text/xml"> 
  <AXInfo xmlns="urn:axmedis:01"> 
   … missing B2B related metadata… 
  <AXInfo> 
  </Statement> 
 </Descriptor> 
 <Descriptor> 
  <Statement mimeType="text/xml"> 
  <dc:Description > 
   … missing DublinCore metadata… 
  </Description> 
  </Statement> 
 </Descriptor> 
 <Component id="poster"> 
  <Resource mimeType="image/jpeg" ref="image.jpg"/> 
 </Component> 
 <Component id="music"> 
  <Resource mimeType="audio/mp3" ref="audio.mp3"/> 
 </Component> 
</Item> 
</DIDL> 

The advantage of producing a MPEG-21 file in the 
File Format (FF) version, and not as a XML file, 
allows supporting interoperability and the possibility 
of including media resources in their original binary 
format. The solution only based on XML (see above) 
may refer at outside resources, losing in this manner, 
the possibility of delivering the collection of files as a 
unique “package”. An alternative can be to embed 
resources into XML by encoding them in base64, 
enlarging in that manner the size of 30%. The 
advantage of the FF based solution consists in the fact 
that resources are directly accessed, even without the 
need of processing XML, since the information which 
is needed to access and to render a resource is the 
mime-type (to select the proper parser/renderer) and 
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the location to begin reading them and their end in 
terms of offsets inside the file. This data is in the FF 
MetaBox. 

When everything is in clear-text/XML simple actions 
are required to produce a FF DI: to ideally detach the 
resource from the structure and substitute with proper 
references, then to write the XML and the media in 
separate portions of information. 

2.1 Representing protected DIs 
When DI part is protected, problems arises on how to 
represent content in the FF. MPEG-21 standard 
defined IPMP Components as the protection elements 
of a DIDL-based structure in order to protect a DI 
element the proper IPMP element has to replace the 
corresponding DIDL [13]. 

 

Figure 2 – Simple protection (only digital resources) 

In Figure 2, the result of protecting the resources 
that have been embedded in the MPEG-21 file is 
shown. In this case, all the information is contained in 
the XMLBox and the player accesses at the resource 
just after it acquires how to process (e.g., unprotect) it 
with the proper IPMPTool (described in the IPMP 
Info). A variation is also shown about how to encode 
the digital resource: using the extents of the clear-text 
resource, the encoded one can be divided into extents 
in order to allow on-line unprotection and rendering 
mechanisms. In Figure 2, resources have been 
represented in the XML Box with the proper tag 
ProtectedAsset which can be embedded inside a 
Resource in order to notice that the content inside have 
to be processed by a suitable IPMP Tool before 
obtaining the clear-text digital resource according to 
the mime-type.  

Problems arise when the protection is applied on 
other elements together with the digital resources. In 
AXMEDIS, the DIDL Item is the basic distribution 
element and in this case the complete Item content has 
to be protected by replacing it with an IPMP Item. A 
solution can be to protect the whole XML element with 
the embedded digital resources that have to be 
included “by value” and encoded with base64.  

A solution can be realized by performing a two-
step protection process (see Figure 3): first encoding 
the digital resources as in the first case (see Figure 2), 
then protecting the Item element, that is now linked to 
the digital resource with references, in the 
corresponding IPMP Item. In this last solution, the 
accessibility of digital resource is preserved, and a 
box-like protection is performed, thus protecting 
metadata and other elements with related advantages 
for protecting the enriched metadata. Please note that 
the IPMPInfo element has to be defined for the Item 
elements and for the ProtectedAsset elements.  

The solution proposed in Figure 3 appears to be a 
good compromise between box protection and 
accessibility of the resources. In any case, this solution 
is still incomplete since does not consider the case of 
nested Digital Items, where an Item element contains 
other Item elements, and different protections are 
applied to each level. That case is the most promising 
use case for B2B transactions in which integrators and 
distributors are interested in repackaging content in 
nested level imposing their protection model and 
protecting at the same time their added value (e.g., 
presentation information, metadata, gluing 
information, etc.). On this regard, Figure 3 shows that 
protected content is directly included in the XML 
structure, this is possible by implicitly encoding the 
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result of the IPMPTool processing in base64 (that 
ensures output is a set of text characters that can be 
included in a XML text node) as depicted by the 
following XML Box extract.  

 

Figure 3 – Item element protection (two-steps 
protection, resources plus IPMPcontents)  

Please note that the IPMP section into the XML 
box contain the protection information regarding the 
protected segment into the XML box itself. 
<?xml version="1.0" encoding="UTF-8"?> 
<DIDL xmlns:xi="http://www.w3.org/2001/XInclude" 
xmlns:dii="urn:mpeg:mpeg21:2002:01-DII-NS" 
xmlns="urn:mpeg:mpeg21:2002:02-DIDL-NS" 
xmlns:ipmpdidl="urn:mpeg:mpeg21:2004:01-IPMPDIDL-NS" 
xmlns:ipmpinfo="urn:mpeg:mpeg21:2004:01-IPMPINFO-NS" 
xmlns:dc="http://www.w3.org/1999/02/22-rdf-syntax-ns#"> 
<ipmpdidl:Item> 
 <ipmpdidl:Identifier> 
 <dii:Identifier>urn:axmedis:00000:obj:…axoid…</dii:Identifier> 
 <ipmpdidl:Info> 
  … omitted IPMPTool information … 
 </ipmpdidl:Info> 
 <ipmpdidl:ContentInfo> 
  … omitted Content metadata … 
 </ipmpdidl:ContentInfo> 
 <ipmpdidl:Contents> 
/9j/4AAQSkZJRgABAQEAyADIAAD/2wBDAAUDBAQEAwUEBAQFBQ
UGBwwIBwcHBw8LCwkMEQ8SEhEPERETFhwXExQaFRERGCEYGh
0dHx8fExciJCIeJBweHx7/2wBDAQUFBQcGBw4ICA4eFBEUHh4eHh4

eHh4eHh4eHh4eHh4eHh4eHh4eHh4eHh4eHh4eHh4eHh4eHh4eHh4e
Hh4eHh7/wAARCAEKAMgDASIAAhEBAxEB/8QAHAAAAQUBAQEAA
AAAAAAAAAAAAwECBAUHAAYI/………………………… ….  
… result of the protection of clear-text <Item><Descriptor> etc… 
 </ipmpdidl:Contents> 
</ipmpdidl:Item> 
</DIDL> 

As proposed in the solution depicted in Figure 3, 
when the protection is applied, the link between the 
container and the digital resource is lost, because the 
reference is hidden by the protection. In this case, it is 
impossible to determine which resource belongs to the 
Item element represented in the XMLBox. This 
situation based on nested DIs provokes the lost of the 
association between encoded digital resources and the 
corresponding Item elements. If the extraction of a 
sub-part of the DI (i.e., Item element) is required 
during the DI processing by any tool (e.g., Authoring 
tool, automatic production, etc.), a complete 
unprotection of all nested levels in order to select 
which digital resource has to be moved together with 
the XML portion.  

The same problem arises when a tool requires 
protecting an Item element which includes IPMP Item 
elements. As stated above, in our B2B model and use 
case, to protect the result of an integration of different 
DIs means to encode the whole DI (i.e., the Root Item 
Element) with an IPMP Tool. This requirement 
imposes to process also the attached digital resources 
with the same encoding. Therefore, the two-steps 
protection is performed at any level: in this way, if a 
tool needs to render a given digital resource has to 
unprotect all the higher nested levels. In the following 
section, a solution for managing compounded DIs, 
structured with nested levels that could be protected is 
presented, highlighting the lack of flexibility of the 
MPEG-21 FF without the proposed solution.  

This case shown is of great importance for B2B 
activities (as in the AXMEDIS platform and tools) 
since a business requirements state that: “distributable 
media has to be protected and can be used for 
integration. When integrated a new protection has to 
be applied to the obtained content in order to protect 
the value of the integration itself”. 

3 Proposed mapping of nested protected DIs 
The AXMEDIS solution allows associating 

structure elements with encoded digital resource on the 
basis of AXMEDIS Object Identifiers (AXOIDs). Any 
encoded digital resource is named using the container’s 
AXOID as its prefix (i.e., axoid0000_res0). 
AXMEDIS requires also that the produced DIs, if 
protected, has to expose in a proper placeholder a 
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description of everything is contained inside (and for 
protection is not directly visible). The ContentInfo 
element of IPMP components has been designed to 
include information about protected content: in 
AXMEDIS the identifiers of the inner levels of the 
nested structure and related metadata are reported in 
this element.  

 
Figure 4 – Two nested levels DI with a 

protection at each level 

The two solutions (i.e., AXOID-based reference, 
and AXOIDs of protected content) allow to always 

associate DI structure with encoded digital resources as 
depicted in Figure 4. The Figure 4 shows how to 
represent a DI, which contains an outer Item element 
that, in turn, contains two other Item elements, and the 
latter contains a digital resource each. The presented 
DI has been created by starting from the 
composition/reuse of two MPEG-21 DIs modeled as 
depicted in Figure 3. In their separate models, each of 
them was endowed of protected digital resources and 
protected IPMPDIDL contents into their corresponding 
XML Box.  

When these two MPEG-21 objects are 
compounded together to create a new composite object 
(e.g., a collection, an album, etc.), their MediaDataBox 
are protected with an additional nesting level 
(enforcing the protection of the integrator, increasing 
security and the controllability). In addition, the 
IPMPDIDL contents containing the XML box of the 
components is protected as well as a unique blob 
hiding the details of the decomposition and thus 
avoiding the direct access to the components without 
activating the unprotection imposed by the integrator.  

The proposed solution balances between box-like 
protection and digital resource accessibility. The most 
evident drawback is that is implicitly assumed that a 
given digital resource has been protected with all the 
IPMP Tools that have been used for the container 
boxes. For example, axoid1_encres1 in Figure 4 has 
been protected with the IPMP Tools that are specified 
by the protection of the first (the root IPMP Item 
element) and the second nesting level (IPMP Item that 
contains axoid1_encres1).  

The above solution has been adopted for the 
limitations of the MPEG-21 format. In fact, there is no 
way of specifying directly in the FF which protection 
has been used in terms of MPEG-21, but only in terms 
of MPEG-4 IPMPX, supposing probably of hosting 
into the MPEG-21 packages only MPEG-4 resources. 
The drawback of this approach in formalizing the FF is 
to lose flexibility with respect to what can be done by 
using XML. The MPEG-21 standard FF excludes some 
of the technologies that have been included by MPEG-
21 by confining it in the XML box, limiting the usage 
of the MPEG-21 as a general packager. The IPMP 
components would require a more intensive integration 
with the FF specification in order to really map on that 
binary format what can be obtained by using XML. 
Thus these problems have been solved by using the 
above mentioned solution in AXMEDIS MPEG-21 
solutions and tools. The proposed solution allows 
obtaining nested levels of protection preserving fast 
access to digital resources. 

116



4 Conclusions 
AXMEDIS is proposing a solution and platform, 

based on MPEG-21 standard that address also B2B 
content distribution and exploitation requirements. 
When studying how to map the produced DIs on the 
File Format standard several problems have been 
faced. The proposed solution is capable, with the 
present structure of the MPEG-21 standard FF (File 
Format), of solving the above mentioned problems, 
permitting direct access to the information. The 
AXMEDIS platform includes editor, authoring tools 
and players for PC, PDA, and mobiles. All tools are 
accessible for free from www.AXMEDIS.org .  

The hardest challenge is when DI is structured as 
a nested container and at each level protection can be 
applied by using IPMP components. In this case, two 
solutions have been designed: i) encoding inner level 
by value in the XML ii) separating digital resources in 
the proper MediaDataBox while applying on them all 
the protections required on the basis of the level in the 
DI they belong to. The first is not efficient in terms of 
digital resource access and makes useless the File 
Format with respect to a simple XML document. The 
second is based on the implicit assumption that digital 
resources are encoded with all the IPMP tools of the 
upper nested levels. The proposed solution allows 
obtaining nested levels of protection preserving fast 
access to digital resources. 
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Abstract.  In this paper, we use network analysis and collaborating agents to 
test, analyze, and evaluate the effects of communication policies on the 
performance or response in medical organizations using simulation tools. The goal 
was to learn how these simulations compared to real-world organizations, both, in 
emergency and routine environments. In the system evaluation, we incorporated 
the expertise of health care professionals and real-life medical situations. The use of 
computer communication protocols facilitated the simulation of agent interaction 
and teamwork in a hospital setting relevant to high and low levels of emergencies. 
The research adds a mechanism for health care field to determine emergency 
medical policies and procedures.  

 
1. Introduction 

 

In a large organization, there is a high level of 
uncertainty as to whether or not communication 
among agents has been received. Depending on 
the events in an organization, the use of 
communication affects the uncertainty and 
performance of the organization. For example, 
in an organization with a dynamically changing 
environment and a high rate of unexpected 
events, communication reduces uncertainty and 
increases performance. On the other hand, in an 
organization with a stable environment and a 
low level of uncertainty, communication could 
potentially add more time delays and would 
affect the efficiency of the organization. Because 
studying real organizations is expensive and 
difficult, there is a need to develop new 
methodologies to test and analyze the effects of 
communication on organizational performance. 
In this research, we created a simulation tool that 
uses organization theory [1], discrete event 
simulation [2] & contract nets [3] to investigate 
how acknowledgement of communication 
affects organizational performance and test this 
tool using data from real-world organizations. 
This research expands our understanding of 
communication in organizations, & provides an 

application of contract nets to computational 
organization theory. This research uses an 
information-processing approach to examine 
organizations in the context of organizational 
simulation, taking advantages of computer 
network theory and agent communications with 
acknowledgment policies. The presence of 
software to analyze agent distributed computer 
networks [4] enables us to apply network 
analysis approaches to information processing 
theory of organization. Agents and activities in 
organizations resemble computer nodes and 
processes in a distributed network. A network 
analysis technique, for example contract net, 
considers intelligent communications among its 
agents. The level of contract net’s 
acknowledgment procedure could be more 
complex; furthermore, contract net is useful 
because it is not only uses acknowledgments, 
but it also represents interactions between agents 
to examine more complicated semantics and to 
resolve unexpected events or exceptions [5]. We 
can also learn about human agents from 
computer or artificial agents. 
 
2. Condition C & STAT Page Protocols in 
Health Care 
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In health care organizations, some unexpected 
events could be critical. For example, as shown 
in Figure 2, a patient is suddenly experiencing 
difficulty breathing which could be a cardiac 
problem and may lead to a cardiac arrest. The 
patient indeed is experiencing a cardiac arrest 
and requires an immediate surgery. Condition C 
(Crisis) is a state in which the patient could be 
prevented from dying. To prevent the patient 
from getting into a fatal state (condition A--
cardiac arrest, patient is dying), there is a need 
for efficient communications. A surgeon is 
available, but the anesthesiologist is not found! 
In this environment, acknowledgment during the 
communication becomes critical in order to find 
the next available anesthesiologist, and is likely 
to result in preventing the patient from dying, 
and consequently in reducing mortality rates. 

 
Condition C and STAT page procedures are 
used frequently to communicate in emergency 
situations within various health care settings 
such as nursing homes, ICU, or regular 
hospitals. When a condition C call is made, the 
condition C Team that consists of a number of 
doctors, nurses, and technicians will be 
automatically directed to the patient or 
emergency site [6]. There is a guarantee that at 
least one member of the team will be 
immediately present at the patient site, making 
the behavior of condition C similar to 
communications with acknowledgments, ack. 
Using ack among the crisis team members 
effectively prevents the transition from condition 
C to condition A. STAT page on the other hand 
represents communications without 
acknowledgments since we don’t know whether 
or not a doctor received the page call. In 
addition, condition C compares to concurrent 
processing and STAT page compares to 
sequential processing as shown in Figure 3. In 
order to know which protocol is more efficient 
(ie, reduces mortality rate) and under what states 
or conditions one is better to use than the other, 
we will study the efficiency of each protocol 
under various conditions as they compare to 
real-life situations. From the condition C and 
STAT page example in particular, and from 
other emergencies in general, acknowledgment 
of communication has effects on coordination 

and system performance. The interdependence 
between ack policy and a high number of 

exceptions makes achieving optimal 
performance more complex [7]. In a stable 

environment, acknowledge communication has 
fewer effects on coordination and performance 
due to lower level of exceptions. Furthermore, 
regardless of the domains of a disaster, 

immediate and efficient responses are 
necessary to improve the organizational 
coordination [8].   
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Figure 2. Communications in Health Care Organizations 
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Figure 3. Condition C & STAT Page Protocols

119



 

 

3. Development of a Test Methodology 
 
To study, test, and analyze the effects of 
communication on the performance of an 
organization, we created a simulation tool called 
MedSim that uses organization theory, discrete 
event simulation, and contract nets to investigate 
how acknowledgment of the communication 
affects the organization’s performance, and test 
this tool using data from real-world 
organizations. MedSim enabled us to study the 
communication effects on performance in 
routine and emergency environments. We 
combined the information-processing approach 
with multi agents in a contract net to study the 
effects of communications on the performance 
of organizations. We integrated information 
processing and contract nets approaches into the 
simulation model, MedSim, which is described 
later in this paper. Furthermore, we simulated 
models with and without acknowledgment of 
communication, and evaluated how these 
models work in the simulation system in 
comparison to the real world. The simulation 
results were close in their behavior to the 
performance behavior shown in Figure 4, where 
routine & non-routine organizations were used 
with acknowledgment & no-acknowledgment 
communication policies (ack, n-ack). In the next 
two sections, we illustrate the combined systems 
between information processing view of 
organizations and network analysis using 
contract nets to communicate between 
collaborating agents. 
 
4. Information-Processing Resource 
Allocation Model 
The procedure for assigning an activity to a 
responsible agent will be used for resolving 
exceptions [9]. It is considered a re-assignment 
or re-allocation process of activities. The 
assignment may be made according to different 
policies such as:  

a) Work Load, b) Skill Level, and c) Lowest-in-
Hierarchy. For example, assignment according 
to workload will be used practically within a 
communication channel to see if an agent is 
available according to the current workload. The 
other policies are useful when the focus of the 
study is based on the characteristics of actors or 

activities regardless of the relationship with 
communication policies and their effects on 
performance. Figure 5 shows an assignment 

model with variable size of activities distributed 
according to the agent-activity-exception 
assignments. In general, in the modeling of the 
simulation system MedSim, various policies will 
be used for resolving exceptions. As shown in 
Figure 5, various situations of agent-activity 
assignment may be made, which are illustrated 
according to the following scenarios: 
(a) Single-agent to single-activity is satisfied by agent2-activity1 
(b) Multiple-agent to single-activity--agents1, 3 – activity4.    
(c) Single-agent to multiple-task-activity--agent3 – activity 3.  
(d) Multiple-agents to multiple-task-activity--agent1, 2 – activity2. 
 

Processing activities depends on the responsible 
agent’s workload and the size of an activity [15] 
[3]. For example, as shown in Figure 5, an agent 
responsible for multiple activities and an activity 
may include multiple tasks. Each agent has an 
inbox and an outbox. The number of tasks in the 
inbox indicates the number of tasks waiting for 
processing. The number of already 
completed activities is stored in the agent’s 
outbox.  Exceptions are unexpected events that 
require resolution by establishing 
communication among agents with matching 
role or domain, according to the policy used 
[10]. The next section describes communications 
between agents using contract nets with 
background information and characteristics. 
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Figure 5. Agent-activity resource allocation model 
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5. Contract Net Model in Health Care 
 

This paper presents an expansion of contract 
nets from various disciplines into health care 
organizations. The dynamically changing nature 
of health care organizations, the flexibility of 
agents being hybrids as they are free to join or 
leave a group or location within the 
organization, and the fact that there are 
condition C and STAT page protocols that 
compare to sequential and parallel processing as 
one-to-one and one-to-many agent interactions, 
all of these factors together, make contract nets 
an ideal tool to investigate interactions between 
agents in order to resolve exceptions in health 
care. Figure 6 represents a contract net view in a 
hospital setting where a patient was 
experiencing a sudden respiratory distress which 
may lead to a cardiac arrest.  
 

The communication using a contract net could 
result in preventing a transition from condition C 
to condition A. When agent1 is looking for 
agent2, an anesthesiologist, the time is critical. 
There is a time threshold imposed until agent2 is 
found and designated the work in order to 
perform the surgery. In the model, agent3 is 
found, which matched the domain needed 
(anesthesia), and the agent is available. The next 
section describes the use of contact nets for 
condition C and STAT page protocols.  
 
5.1 Contract Net Modeling for Condition C 
and STAT Page Protocols 
In this section, we illustrate the interactions in 
the contract net at various levels for the 
condition C and STAT page protocols as they 
relate to communications with and without 
acknowledgments. In the case of condition C 
(Figure 7.a), each agent is expected to reply with 
“msg=ACK, Done” or “msg=ACK, Failure”, 
after which the communication terminates. 
Failure to receive a reply from each agent in the 
crisis team (condition C Team), means the 
communication will be considered incomplete 
(similar to n-ack policy—STAT page, as in 
Figure 7.b). The idea is to have every agent in 
the temp buffer/crisis team reply to the call.  
However, the reply does not have to commit. It 
could be “ack, Done” or “ack, Failure”. In the 

case of “msg=Failure”, a substitute agent from 
the list of condition C Team must be found in 

order to continue the contract net procedure. 

In either case (STAT page or condition C), there 
is no guarantee that every agent replies to an 
announcement call. A way around it would be to 
restart the contract net communication every 
time it is incomplete within a pre-specified time 
threshold.  The side effect of this approach is 
time overhead, which could become critical 
during the transition to condition A (patient is 
dead) from condition C (patient about to die) in 
real-life. A Sender agent broadcasts an 
announcement call requesting exception resolve 
to a sequential set of agents. Each agent is 
specified by role, required-skills, responsible-for 
activity/task attributes, and domain. Once a 
match of these attributes is reached, the set of 
selected agents will be saved in a temp buffer to 
start contract net communications with each 
agent from the set of agents until an available 
agent is found (COMMIT message is received).  

First, we start with the announcement level for 
both protocols, and then show the entire 
interaction levels (task bid, task award, and 
results) for condition C and STAT page. The 
various protocols as they apply to Condition C 
and STAT page as communications with/out 
acknowledgments, and then map them into the 
actual design of the system, which will be 
illustrated in the next section.  
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Figure 6. Contract net in health care
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At the announcement and bid levels, when a 
sender-agent (Initiator) sends a message to the 
receiver-agent (Responder) as “action=resolve-
exception?” then depending on type of 
communication protocol used, STAT page or 
condition C, the receiver-agent could propose, 
refuse, or action not understood, as the 
interaction is made with one agent (STAT page) 
or with multiple-agents (condition C Team).  At 
the task-bid level, the receiver-agent 
(Responder) sends one of the following actions 
(COMMIT, BUSY, NU-- Not Understood) 
within a specified time deadline threshold, as 
shown in Figure 8. The sender-agent (Initiator) 
could receive one of the actions shown in the 
same Figure. If the Initiator agent received a 
commit action from the Responder agent, then 
the Initiator could do one of the actions in Figure 
8, which means that the Initiator may accept by 
designating the exception resolve to the 
Responder, otherwise the action would be 
rejected.  Finally, when the receiver-agent is 
designated an action to resolve in a pre-specified 
time, the receiver-agent may send one of the 
actions shown in the last listed actions of Figure 
8, where the message is an acknowledgment 
action that could be “done, failure, or cancel”, in 
which case the contract will be re-started for a 

new communication channel. The sender or 
receiver agent’s inbox is increased by one if the 
exception-size=1-task, or increased by the 
number of tasks. To resolve an exception, we 
start the contract net communications. When 
agents communicate, the wait time of an 
exception in STAT page is computed from the 
number of failed attempts to resolve the 
exception, the time to start the contract net, and 
the time a responder agent commits to resolve 
the request, including the time with no-reply, 
and whether the agent is idle or not, the system 
time stamps the agent each time it checks its 
status. In condition C, the wait time of an 
exception is computed from the time of starting 
contract net until an agent starts resolving an 
exception (a positive delta time is assigned 
randomly and added to the exception’s wait time 
that is drawn from a range of values to behave 
close to a real-life condition C-Team).  

 
9. Discussion and Future Work  
 

The simulation model used information processing 
theory of organizations, discrete event simulation, 
and contract nets to investigate how 
acknowledgement of communication affects 
organizational performance. In particular, we 
modeled condition C and STAT page protocols to 
study their effects on performance in stable and 
emergency environments. While testing the system 
and generating results, we applied several verification 
and validation steps starting with retrospective 
analysis to see how the simulation model performed. 
We then conducted face validity by interacting with 
health care professional about the results and 
expectations to see close to real-life the results were, 
and finally we split data from real-organizations into 
two disjoint data sets, test and training data, each of 
which was about 50% of the original size. We 
considered the training data set as a basic reference to 
validate the behavior of the simulated output and to 
see how close it followed the behavior represented by 
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the real-data. This was done by training the algorithm 
model on the training data set and then testing the 
model independently on test data set. This process 
ensured that the simulation model represented real 
systems behavior closely enough to provide useful 
results and to see how the simulation engine would 
behave with real data in comparison to the simulated 
data and vice versa. We conducted hundreds of 
simulations runs and analyzed results starting with 
the low and high number of exceptions in both 
emergency and routine environments which we 
categorized by low and high exception rates. We 
studied and analyzed the communication effects in 
stable and emergency environments. The study 
showed that in a stable environment without ack 
(STAT page), the system behaved in such a way that 
when the number of exceptions is low, the wait-time 
and processing time are smaller than using ack 
(condition C).  However, using the training data 
(simulated) and comparing results to test (real) data 
(which was originally the entire real-data split into 
two equal sets, 50% training and 50% test data), the 
analysis showed that the behavior of simulated data 
was close enough to real data. The simulation outputs 
also showed that the use of condition C with high 
level of exception rates did impose cost constraints 
by increasing the exception wait-time and 
processing-time at the cost of providing service 
quality. 
Finally, improving communication effects on 
performance is a valuable exercise for any type of 
organization. In particular, health care organizations 
need improvements due to the dynamically changing 
nature of unexpected events. Resolving exceptions of 
different levels of uncertainty requires efficient 
communication protocols that provide better 
outcomes  
a) Socially, such as saving mortality rates, providing 
efficient medical care, and  
b) Economically, such as designating the proper 
physicians to patients in routine and emergency 
environments in order to resolve unexpected events 
efficiently. These improvements could be achieved 
by applying computer science concepts to social 
science. Several new questions were raised while 
conducting this research and performing experiments. 
These could be the basis for future work on this topic 
such as adding more abstraction to the system to 
cover multiple domains per agent, automating the 
contract net component in order to add audio driven 
by language between agents and larger KB close 
enough to real-life interactions, and adding a learning 
component to generate learning rules that could 
provide useful patterns among the system parameters 
which could be useful to social and computer 
sciences.  
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Abstract 

In this paper we present the design and implementation of 
an advanced virtual lab aimed at supporting teaching and 
learning in Computer Engineering courses. We first 
outline the requirements an educational tool must meet to 
represent an effective and comprehensive support for 
students through the whole process that leads them to 
achieve conceptual understanding and technical skills. 
The described virtual lab, based on a constructivist 
approach and suitable for use in blended-learning 
contexts, responds to a general model that allows its 
application in different educational domains. In the 
second part of the paper we describe the implementation 
of vLab 2.0, a prototype built following the proposed 
directions and the results of a prior experimentation 
within the Information Security Technologies course hold 
at the Engineering Faculty of the University of Bologna. 
vLab 2.0 relies on Eclipse technology in order to 
guarantee openness and extensibility, and to access a set 
of advanced features which concur in providing support 
for building a comprehensive and sophisticated tool for 
teaching and learning. 

1 Introduction 
Information and Communication Technologies 

are constantly advancing and becoming more pervasive. 
Nowadays, one of the most challenging issues is 
represented by the individuation of new, complex and 
effective ICTs application. Education is a sector which 
can greatly benefit from ICTs improvements and proper 
adoption. 

Our research project aims at defining and 
implementing an integrated tool to support teaching and 
learning in Computer Engineering courses. The ideal 
framework in which this instrument can be effectively 
used is blended learning, here intended as a combination 
of two different approaches: synchronous traditional 

face-to-face lessons and asynchronous, individual 
experimentations in a virtual laboratory.  

One of the main skills a computer engineer must 
achieve during his studies is the ability to design a well 
dimensioned software system, able to satisfy the defined 
requirements in a specific domain. Once that the 
specifications and the domain have been settled, the 
engineer starts an incremental process which cycles 
through four main steps:  

• analyze the problem 
• sketch a solution 
• verify how the model fits the requirements 
• design, implement and test a prototype. 

What we want to do is to define the requirements 
an educational tool must meet in order to represent an 
effective and comprehensive support for students 
through the whole process that leads them to achieve 
conceptual understanding and technical skills.  

Modeling frameworks and simulators have a 
strategic importance in helping students to gain greater 
insight into subjects [1, 2, 3]. Many authors have pointed 
out that the use of simulation tools often reinforces 
learning, offering a proper support for verifying theory, 
and contributes to improve students’ performances in 
various disciplines [2, 3]. Especially in Computer 
Engineering, modeling skills are traditionally taught 
relying on CAD tools [3, 4]. 

To achieve technical proficiency and to improve 
practical programming skills students often benefit from 
the employ of advanced IDEs. They can acquire better 
understanding of subjects by quickly designing, 
simulating and then testing and extending systems [2]. 

Our purpose has been to integrate these different 
functionalities in one comprehensive educational tool. In 
our perspective, this tool should be projected towards 
educational and not industrial objectives. This makes it 
suitable to focus on relevant didactic aspects and to 
suggest an educational, partial code to students as a 
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starting point for software development, so that they can 
complete, modify and reuse it in different and more 
complex contexts. Following this direction, our virtual 
lab helps users to: 

• understand and solve problems related to 
key theoretical concepts 

• solve problems through the design and 
construction of new artifacts or processes 

• gain and improve the technical skills their 
future professional roles will require. 

One of the main facets of the project is its 
suitability to be used in different formative domains. 
This feature is achieved through the adoption of one of 
the best-known abstraction in computer engineering 
field: the block diagram [5, 6]. 

2 Requirements 
In 2005 we developed a first prototype, vLab 1.0, 

taking the course on Information Security Technologies 
hold at the Engineering Faculty of the University of 
Bologna as our reference case study. 

 vLab 1.0 GUI was composed by three 
synchronized areas: the main one shows a graphical 
representation of the system to be analyzed and allows 
students to configure and run experiments. The second 
area is dedicated to prompt feedback reporting: for each 
component part of the system whose execution 
successfully ended, notes about data dimension and 
execution time are presented. On the other hand, for 
those components that could not complete their 
execution, usually because of a wrong parameters 
setting, errors are shown in red. Finally, a third view 
displays an educational sample code related to the 
ongoing exercise. A two-year experimentation conducted 
by making vLab 1.0 available to around 200 students 
confirmed the effectiveness of the chosen approach and 
served as a successful acceptance test, but also pointed 
out vLab 1.0 main limit: its lacking support to students’ 
autonomous experimentation, based on self-constructed 
experiments. In line with these results, we focused on 
constructivist theory, which assumes that students should 
be provided with an open and extensible environment: 
they have to be actors, other than active, in their own 
learning process [7]. For this purpose it is fundamental to 
provide students with various instruments aimed at 
covering the different functionalities which can have a 
central role in the learning process [7, 8, 9]. Figure 1 
shows how to reap these broad goals, outlining the major 
actors and features involved. 

The sketch represents the workbench dedicated to 
the graphical modeling of the current experiment as the 
central aspect within the virtual lab. The workbench 
includes a library of primitive components, that students 
can use to construct their own experiments. It is also 
possible for users to load a predefined exercitation, 
chosen among the available sets, and configure and run 
it. According to this approach, tutors and teachers are 

charged with the responsibility of creating a starting 
collection of experiments that learners can set and run; 
but then learners too can cover the instructor’s role and 
modify or build their own trials from scratch. Thus 
saving and restoring features in a standard format, so that 
new built experiments can be shared between users,
assume a primary importance within the virtual lab.  

Figure 1. Actors and tools role in the virtual lab 
environment. 

The workbench should also let users switch 
between different detail levels, in order to analyze 
different sides of the same topic. This can provide a 
more effective, customizable and comprehensive 
didactic experience and is central to gain a major 
compliance with different learning styles. Especially for 
computer science students it is important to have the 
ability to access both the systemic and the algorithmic 
view within a same solution, while referring to our case 
study such a facility enables to switch from a security 
service perspective to a mechanism-oriented one. 

Another issue within the virtual lab is represented 
by help instruments. In fact, activities can be introduced 
and proposed by an intelligent tutoring system, the 
“judge” in figure 1, which evaluates users’ performances 
and suggests new tasks according to students 
achievements and objectives. Furthermore, each step 
conducted within an experiment can be followed by a
“mentor” aimed at pointing out possible errors and 
suggesting how to correct them. Users’ understanding 
and reflection can also be improved by allowing the
access to external additional resources, such as technical 
documentation or reference standards. 

The virtual lab also includes gathering and 
analysis tools whose function is to help users in 
collecting experimental data and interpreting them. 
Finally, users can switch at any time to a development 
environment integrated within the lab to complete, 
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modify, debug, test and run a program, starting from a 
partial educational code automatically produced during 
an exercitation. 

With these features, the virtual lab can really 
support the constructivist approach and learners’ active 
and primary role in their own educational experience. 
Building and sharing new knowledge can, in fact, pass 
through: 

• the construction of new experiments 
• the modification of predefined experiments 
• non trivial experiments settings 
• the interpretation of gathered experimental 

data relying on the featured analysis tools 
• the discovery or application of new analysis 

methods 
• accessing multiple external information 

sources. 
Furthermore, users can extend the virtual lab in 

order to comply with their changing needs and share 
their new knowledge with other users, for instance 
adding their new built schemas to shared libraries, or 
implementing special analysis tools for specific needs. 

3 Eclipse technology 
The implementation of a prototype adherent to 

the exposed constructivist approach has requested the 
design of an appropriate architecture and the adoption of 
a proper technology suitable for its realization. 

The architecture of an effective educational tool 
must be open and extensible. Eclipse plug-in architecture 
and extension point mechanism perfectly address this 
major issue [10]. Relying on Eclipse technology is 
crucial also in order to access a set of basic and 
advanced features essential for providing a complete and 
sophisticated tool for support teaching and learning in 
higher education. Eclipse technology simplifies the 
creation and coordination of synchronized multiple 
editors, views and perspectives and makes 
straightforward to integrate a fully-featured IDE 
customizable for different programming languages. 
Furthermore, within Eclipse Community several projects 
are being developed as general purpose plug-in which 
can effectively be integrated within our educational tool. 

Table 1 outlines the mapping between the 
requirements previously discussed and the proper 
technical solutions selected within Eclipse technologies. 

Requirement Solution 
Judge BPEL 
Student workbench GEF-based editor 
Mentor Ganymede 
Data analysis tools BIRT and special purpose 

plug-ins 
Development environment JDT 

Table 1. Mapping between requirements and technical 
solutions. 

Figure 2 outlines the resulting vLab 2.0 
architecture, which is represented by a stack where each 
tier depends upon, uses and integrates the level below. 

Figure 2. The virtual lab architecture based on Eclipse 
technology. 

The OSGi runtime, responsible for the 
coordination of multiple and different software 
components, is the foundation of the framework [11]. 
The Eclipse Rich Client Platform relies on OSGi 
services to provide a specific implementation of the 
standard, replacing the generic OSGi bundles with 
Eclipse plug-ins [12]. It also offers a new set of facilities, 
collected in the org.eclipse.ui package, essential for the 
Eclipse Development Framework and tailored to support 
external contributes through the extension point 
mechanism. The vLab feature leverages different 
resources to provide its added functionalities: among 
them, the Eclipse RCP, the Graphical Editing 
Framework [13] and several projects, like BIRT [14], or 
third-parties plug-ins such as Ganymede [15], built to 
integrate Log4J within Eclipse applications. Accordingly 
to Eclipse technology main characteristics, vLab is 
supplied with a set of extension points in order to be 
open to future expansions. 

3.1 The black-box model 
The exercitations within the virtual lab are based 

on a logical model that reflects the block diagram 
abstraction.  

The block diagram key elements are blocks and 
connections. The blocks have an associated function or 
system of functions, and can have inputs, outputs and 
parameters which are graphically represented by nodes. 
The connections are oriented and must respect some 
basic rules related to data flow to be considered 
syntactically valid: each input or parameter node can 
only be a target for at most one connection, while output 
nodes can propagate their value towards multiple 
destinations being the source of several connections. 

To cope with increasing schema complexity, the 
box abstraction has been added. Box represents a 
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boundary which can isolate a sub-graph providing it with 
an external interface through pins. Box pins are called 
“adapters” because of their double function: other than 
performing data flow, they can allow users to 
accomplish the possibly required data type conversions. 
Boxes can also be obscured to hide their inner structure: 
thus, they represent the needed support for implementing 
the hierarchical design approach and for switching 
between different detail levels within the same schema. 
Finally, boxes can be used to introduce recursion and 
iteration. 

Since blocks can execute, and so change their 
state, it’s necessary to define a color code to discriminate 
between different states. Orange blocks are missing input 
data, while yellow blocks are fully configured and ready 
to be executed. A similar semantic occurs within nodes, 
too: a node whose associated value is null is colored in 
red, and becomes green when the handled data assumes a 
defined value. 

The following figure illustrates the depicted 
model. 

Figure 3. The underlying abstract model. 

3.2 Plug-ins 
The primary way users have to interact with the 

virtual lab is through a graphical representation of the 
exercitation based on the depicted logical model. For this 
reason, the GUI is composed by the workbench centered 
on a GEF-based editor, and by several views. Each view 
is aimed at a specific task, and synchronized with the 
underlying model. 

The editor includes a palette that displays the 
available components and allows vLab users to build 
their schemas by mean of drag and drop operations. 
Users can also load a predefined exercitation and then 
modify it. The Eclipse outline view provides an 
alternative tree representation of the schema elements. 

Once that the schema has been completed, users 
can switch from the modeling phase to the simulation of 
the built system, setting and then executing all of the 
components. The Eclipse property view supports users in 
configuring the required parameters, thanks to a business 
logic which allows to assign a value only to 
disconnected input or parameter nodes: in fact, a 
connection between two nodes represents a channel that 
propagates the source data value to the target. 

When simulating a system behavior, it is possible 
to trace and record a series of characteristic values which 
can be used to perform tests and evaluations, other than 
to refine system dimensioning. Engineers usually base 
their efficiency evaluations on time and data dimension: 
for this reason the virtual lab can trace, for each block, 
the associated function execution time and input and 
output data dimensions. Once that these information 
have been saved, they can be displayed within a BIRT 
report: BIRT plug-in, which can be easily integrated 
with the virtual lab, allows users to represent gathered 
data according to various layout and to complete them 
with aggregated and derived information. As a 
consequence of the mechanism of extension points, the 
virtual lab can also be extended with other special 
purpose plug-ins, when tracing time and data dimension 
is not enough. 

After modeling and simulation support, it is 
important to provide the third requested feature: 
automatic educational code generation. To achieve this 
purpose we implemented an extension of Eclipse basic 
view, aimed at integrating the outline of the graphical 
schema with the representation in form of partial code of 
each schema element. Saving the generated content as a 
file with the appropriate extension enables users to 
switch to the proper development perspective. 

Another key feature is represented by the online 
interaction support, which is offered through various 
services: the first one is the “judge” plug-in, currently in 
a planning phase, which may rely on the BPEL project 
[16, 17]. A central role is also covered by the prompt 
feedback reporting view, based on Ganymede plug-in 
and aimed at immediately notify users with errors or 
significant info related to the current activity. In order to 
simplify the construction and test of new schemas, 
Ganymede displays “info”-tagged messages to give 
positive or neutral feedback, “warn” messages to point 
out incomplete configurations or not allowed operations, 
and “error” message to report exceptions obtained during 
run-time simulation. The third component involved in 
offering a complete interaction support is a 
comprehensive help online documentation,  related both 
to the virtual lab usage and to the components available 
in the palette. Finally, it is important to provide users 
with a documentation perspective, that allows students to 
consult additional and external resources using a browser 
view and a suggested and extensible link list. 
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3.3 Screenshots 
According to the requirements previously 

outlined and to the correspondent technical solutions 
individuated in the Eclipse technology framework, we 
integrated our research with the development of vLab 
2.0, a prototype of advanced virtual lab. 

Figure 4 shows a very simple example of how the 
virtual lab works. To make the screenshot more readable, 
it has been focused on only three views: the GEF-based 
editor with its palette, the code view and the XML view. 
These views usually appear in the exercitation 
perspective together with other facilities.  

Figure 4. vLab 2.0 screenshot (exercitation 
perspective): editor, code view, XML view. 

The schema represented in the editor is composed 
of four primitive components and a box with two 
adapters, which could be obscured to hide its content. 
The editor palette is organized in different categories 
related to libraries which can pertain to various domains; 
a special category can be reserved for the student’s self-
constructed new components.  

Accordingly to the Model-View-Controller 
pattern, the various views within the virtual lab all rely 
and operate on the same underlying model in order to 
keep themselves synchronized. During a work session 
within vLab, the shared model structure or the data it 
holds change following users’ actions: the system must 
then propagate the suitable notifications to the interested 
recipients, in order to make them able to properly 
respond to the modifications occurred. The common 
model can be represented through an abstract tree that, 
when building the XML description of a graphical 
schema, is translated into a corresponding Document 
Object Model.  

Figure 5 focuses on a different combination of 
views, still referring to the exercitation perspective: the 
right part of the screenshot shows the “mentor”, 
implemented by a log view based on Ganymede plug-in. 
The log view contains messages tagged as “info”, 

“warn” and “error”, each one represented in a different 
text color, respectively green, orange and red. These 
messages have been interactively produced during the 
modeling and the simulation phases, in consequence of 
specific actions performed by the user. 

Figure 5. vLab 2.0 screenshot (exercitation 
perspective): editor, XML view, log view. 

vLab 2.0 offers also other perspectives, each one 
providing different features through various plug-ins. 
For example, a BIRT report can be used to display the 
data collected during simulations. Furthermore, the 
virtual lab will soon integrate a special purpose plug-in 
aimed at performing FIPS-140-2 tests to evaluate bits 
casuality and another one focused on frequency 
distributions analysis.  

3.4 Delivery 
vLab 2.0 will be extensively tested within the 

2008 edition of the course on Information Security.
Students will be able to access vLab 2.0 through 

AlmaChannel, the University of Bologna e-learning 
platform [18, 19]. Different distributions will be 
available for download: a feature-based one, for those 
users who already have Eclipse platform installed on 
their computers, and a Rich Client Platform version, 
suitable for who prefers to deal with a ready-to-run 
product [12]. The RCP will probably integrate 
SourceForge Dr.Java plug-in in order to simulate a 
simplified Java Development Environment [20]. The 
availability of different distributions, one of which 
simpler to use, is desirable in the experimental context: 
the course on Information Security Technologies has a 
mixed target composed of students with various starting 
informatic competences. 

4 Conclusions and future work 
In Computer Engineering education a central 

issue is to make students achieve strong design and 
programming skills. Providing students with advanced 
tools aimed at support them during modeling, testing, 
evaluation and implementation of software systems can 
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help reaching this objective. Such a tool, to be effective, 
must be complete, highly customizable and offer an 
integrated support for the various step the learning 
process goes through. Our research led us to design
vLab, an advanced tool aimed at satisfying the described 
requirements. 

The system we are currently developing, vLab 
2.0, relies on Eclipse technology. The plug-in 
architecture is essential to supply extensibility and to 
reuse third-parties tools compliant with our needs. 
Finally, Eclipse provides support for designing different 
solutions for delivery and customizing packages with 
different features dedicated to specific targets. 

Our future efforts will be addressed both at 
improving vLab adding new advanced features and at 
dealing with new open and challenging issues. A key 
point is represented by users’ activities evaluation, and is 
strictly connected to the presentation of customized 
feedback and the suggestion of new tasks based on 
users’ profiles, formative objectives and activity history. 
This research direction will also imply an integration 
with the standard SCORM [21]. Furthermore, we are 
planning to analyze BPEL suitability to define and 
manage users’ portfolios and curricula. 
An interesting and useful achievement would be to build 
new component libraries to adapt vLab 2.0 for being 
adopted also in contexts other than Information Security 
Technologies. A suitable new frame is represented by 
Logic Circuits, as we experimented following Eclipse 
GEF tutorial based on logic diagrams. Finally, it is 
possible to make vLab 2.0 provide educational code in 
various programming languages, other than Java. 
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Abstract 

In our approach for designing distributed intelligence 

systems, each object is enhanced by an index cell. Such an 

object is called a Tele-Action Object (TAO).  Index cells 
behave like agents, however there can be numerous index 

cells. Objects enhanced by Index Cells (IC) can perform 

actions by themselves. Therefore, intelligence is 

distributed to these tele-action objects. Objects may also 
contain multimedia data.  An active index consists of a 

network of index cells and can best be used in a 
distributed intelligence system.  A lot of distributed 

knowledge can increase the overall intelligence of an 
intelligent system. This paper demonstrates the 

application of TAO and active index to the Eclipse 

Environment in order to distribute intelligence.  A 
Multimedia Knowledge Eclipse Environment for Index 

Cell has been developed for these reasons. In this paper 
we will discuss also the advantages of using eclipse 

environment in order to manage distributed intelligence 
systems application showing an e-learning system. 

 

1 Introduction 
The problem of designing of an e-learning system is a 
particular case of the more general problem of designing 
a distributed multimedia system, in which 
communication and intelligence are linked together, 
using advanced techniques in artificial intelligence to 
bridge the gap between them. The solution is to 
distribute intelligence to the nodes of a complex system 
providing only a low level of intelligence for each object 
at each node. 

A distributed computing system is therefore also 
a distributed intelligence system. The key application 
areas of such distributed intelligence systems include e-
learning, tele-medicine, digital library and community 
network. 

In our approach for designing distributed 
intelligence systems, each object is enhanced by an 
index cell. Such an object is called a tele-action object.  

Index cells behave like agents, however there can be 
numerous index cells. Objects enhanced by index cells 
can perform actions by themselves. Therefore, 
intelligence is distributed to these tele-action objects. 
Objects may also contain multimedia data.   

Active index consisting of index cells can best be 
used in a distributed intelligence system.  A lot of 
distributed knowledge can increase the overall 
intelligence of an intelligent system.  

 
In this paper, we will demonstrate the application 

of active index and TAO to the Eclipse Environment in 
order to distribute intelligence. A Multimedia 
Knowledge Eclipse Environment for Index Cell 

( ICMKE 42 )  has been developed for these reasons. As 

an example of application we can consider the 
management of e-learning activities in e-learning 
courses. An e-learning system is also a distributed 
intelligence system, where the instructors and students 
are intelligent human beings. What we want to 
demonstrate is how to augment human intelligence by an 
active index using an Eclipse Environment. 

 
 

2 TAO and Index Cell Architectures  
A multimedia environment is composed of several media 
type that could be connected by temporal and/or spatial 
links. These links describes the media ongoing into the 
multimedia environment. It is necessary that the media 
are organized by an unique model. The model used is a 
result of a collaboration between University of Pittsburg 
and University of Napoli Federico II and University of 
Salerno [Arndt 2003, Maresca 2003, Guercio 2002, 
Arndt 2002, Guercio 1998]: the model is named Tele-
Action Object (TAO).  The models had a lot of 
enhancement [Piscitelli 2005, Pesce 2005, Sorrentino 
2006, Scarfogliero 2006]. 
The state of the art is following illustrated. 
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Figure 1. TAO Structure. 

A Tele Action Object, can be defined as a 
multimedia object, having a static structure G and a 
dynamic structure representing knowledge associated to 
the object.  

As we have seen in the last section, TAO is 

completely defined by the pair ( )KG, . Where the hyper-

graph G is defined by the pair (N, L) with N representing 
the node set and L the link set. Each node represents 
another TAO or an icon and each link represents a 
relation between TAO’s or hyper-graph nodes. Then the 
generalized icons represents the hyper-graph nodes and 
the spatial, and/or temporal operator are translated by 
links.  

The knowledge structure is used in order to 
describe the environment in which the hyper-graph 
objects are defined and used. The knowledge structure 
allows an object to leave the passive state in order to 
assume the active one. In the active state the object can 
answer automatically to the input coming from the 
system outside.  

This Knowledge structure has been implemented 
using Index Cells. Index Cells are Mealy FSM whose 
structure is showed below in fig. 2.  

 
Figure 2. Index Cell Structure. 

The diagram of a index cell is analogous to that 
one Mealy FSM, constituted, therefore, by states and 
transitions between them.  

The model, moreover, previews that to every 
transition can be associated the Input Messages, which 
defines the condition of superability of the same 
transition, the Output Messages, that are sent from the 
Cell to the other System of Index Cells, when the 
transition becomes superskillful, realizing therefore a 
communication by exchange of messages, and 

elaborative actions, that are true computation executed 
when the state change. 

This model has been completed during a research 
jointly conducted by Pittsburg University and University 
of Napoli Federico II. The model use XML in order to 
define a multimedia application based onto TeleAction 
Objects. For these reasons the model has been named 
TAOXML. 

 

3 The Multimedia Knowledge Eclipse 
Environment architecture 

As we have said, a multimedia system can be 
seen in terms of intelligent objects. Every object reacts 
differently depending on the input that it receives from 
the outside. The mechanism of answer to the stimuli can 
be realized associating a private knowledge to the TAO 
through the Index Cells. Then, the software that we have 
built must enable us to manage both the static 
description of the multimedia application (in terms of 
TAO objects) and the definition of Index cells net 
representing the dynamics structure. 

Figure 3 shows the architecture of 
2

MKE software in terms of use case diagram.  
 

 
 

Figure 3. MKE
2
 Use Case Diagram. 

Particularly you can identify two principal use 
cases: Build Static Structure and Build Dynamic 
Structure. The first one describes the operations to be 
carried out in order to define the multimedia structure. 
The second one enable us to define the dynamic 
structure in terms of index cells. All the operations 
reported in fig.3 need to have a great user interaction by 
using a software editor. The authors have used the well 
known Model-View-Controller architecture pattern in 
order to build the editor. This model is the most useful 
one if you want to leave the business logic separated 
from presentation logic.  

The Model-View-Controller architecture is shown 
in figure 4. It shows also the interconnection among 
components due to the complexity and relations among 
them.  
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Figure 4. Model-View-Controller architecture. 

In details we have the following components 
description: 
� The Static Sub-System: The aim of this subsystem is 

to furnish the tools in order to build the multimedia 
static application in terms of TAO objects. The TAO 
architecture is translated into XML. 

� The Dynamic Sub-System: The aim of this 
subsystem is to furnish the tools in order to buid the 
multimedia dynamic application in terms of Index 
Cells. The Index Cells Dynamic application is 
translated into XML. 

� The XML File merger subsystem: This components 
has the aim to merge static and dynamic xml files 
generated by using the editor. 

 
The architecture shown in figure 4 suggest the 

implementation of three plug-in using Eclipse 
architecture. Each one has been developed separately but 
the XML file merger subsystem that, up to now, is under 
advanced developing phase. All three components 

composes the 2
MKE integrated environment. The 

2
MKE eclipse environment has high advantages if 
compared with a same environment developed with 
other architectures. In fact, the eclipse runtime enable us 
to design the knowledge net assigned to a TAO without 
loading the design tools for the TAO hyper-graph saving 
a lot of memory space. 

 

4 Multimedia Knowledge Eclipse 
Environment 

Following we will show the Multimedia Knowledge 
Eclipse Environment. The Eclipse software system 
integration suggests us the Graphical Modelling 

Framework in order to realize 2
MKE plug-ins. The 

reason of this choice is due to the separation between 
graphical data (icon, link etc) and semantic data (what 
the icon and links mean). Graphical Modelling 
Framework manage these separation using two different 

models. The Graphical Editing Framework is devoted to 
the management of Graphical data and another model is 
used to manage the semantic data. The same GMF 
models manage also MVC patterns according to the 
project design. 

The XML File Merger subsystem is, up to now, 
in advanced developing phase.  

All the components have been constructed using 
RUP construction Phase and Rational Software Architect 
tool using a Model Driven Software Development 
(MDSD) [Booch 1999, Maciaszek 2001]. 

5 Managing intelligent systems using 
2

MKE  

There are a lot of advantages using Eclipse 
environment to cope complexity of intelligent systems. 
An active index can be used in order to manage e-
learning activities in e-learning courses. An e-learning 
system is also a distributed intelligence system, where 
the instructors and students are intelligent human beings. 

Eclipse platform could be useful since the 
modularity of the architecture and the huge availability 
of existing plug-in in the repository of the community. 
We are thinking therefore to develop applications of this 

type using the 2
MKE described architecture. 

 

6 Multimedia System example description: 
An E-Learning System 

We want to demonstrate the Multimedia Knowledge 
Eclipse Environment (MKEE) as an e-learning systems 
engineering tool able to realize the following multimedia 
system used jointly from the university of Naples 
Federico II and the university of Pittsburg (USA). 
Let us consider an adaptive e-learning system that uses a 
web technology in order to manage a distance virtual 
course. Lessons has been organized by using an 
hypermedia structure composed of 5 multimedia 
(Lesson1 to Lesson5). The system must both distribute 
various difficulty lessons being based on the virtual class 
proficiency/deficiency and to make possible the access 
of course contents. The contents hypermedia structure, is 
passive, the access to it transforms in a active way. 
Such structure can be transformed in an active one 
associating to it some index cells. To such aim it is 
opportune to describe the wished behaviour of the 
system, so that they can be modelled to opportune index 
cells that answer to such requirement: the system must 
distribute a lesson of greater difficulty, with respect to 
the actual one, when the threshold of proficiency (three 
students exceeds the verification tests of the current 
lesson) is caught up. In the same way the system must 
distribute a lesson of smaller difficulty when the 
threshold of deficiency (two students doesn’t pass the 
verification tests of the current lesson) is caught up. 
Figure 5 show the multimedia system.  
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Figure 5. MKEE dynamic subsystem 

System must trace all the events relating to 
proficiency/deficiency virtual class. Particularly it must 
be able to advise professor when it is necessary to 
rebuild the course and to block the distribution of its 
contents because the virtual class passed the test of the 
greater difficulty lesson or virtual class didn’t pass the 
test related to the smaller difficulty lesson.  

7 System design 

The described system can be realized using TeleAction 
Objects (TAO): 
 

� Proficiency TAO.  
The multimedia object is composed of: 
o A document accessed by the students that have 

overcome the attached verifications to the 
multimedia lessons with profit. It’s aim is to 
communicate students the test result. 

o A Proficiency Index Cell (PIC), that if triggered, 
cause the proficiency level increase of an unity. 
When such level reaches the threshold of default 
proficiency (3), the Index Cell sends a message to 
the teacher, with the purpose to inform him that an 
enough number of students has reached the 
necessary proficiency level to increase the 
difficulty of the disbursed contents. The PIC sends 
besides a message to the Self-Adjustment Cell, 
with the purpose to increase the level of difficulty 
of the disbursed lesson. 

 

� Deficiency TAO. 
The multimedia object is composed of: 
o A document accessed by the students that don’t 

have overcome the attached verifications to the 
multimedia lessons. It has the assignment to 
communicate students the test result. 

o A Deficinecy Index Cell (DIC), that if triggered, 
cause the deficiency level increase of an unity. 
When such level reaches the threshold of default 

deficiency (2), the Index Cell sends a message to 
the teacher, with the purpose to inform him that an 
enough number of students has reached the 
necessary deficiency level that makes necessary to 
decrease the difficulty of the disbursed contents. 
The DIC sends besides a message to the Self-
Adjustment Cell, with the purpose to decrease the 
level of difficulty of the disbursed lesson. 

 

� TAO Multimedia Lesson.  
The main part of the Multimedia system is composed 
of: 
o A complex multimedia learning document, 

composed of five lessons on the same matter with 
increasing difficulty. Only one of them must be 
accessible in dependence of the general course of 
the virtual class. 

o Self-Adjustment Index Cell (SIC), that receiving 
the message harder, increases the difficulty of the 
learning material of learning. In the same way, 
when it receives the message easier, it decreases the 
difficulty of the learning materials with the purpose 
to make them simpler. Such Index Cell has besides 
the assignment to interrupt the disbursement of the 
lessons and to send a notification to the teacher in 
the two cases limit previously described (Lesson 5 
and proficiency threshold.  Lesson 1 and deficiency 
threshold). 

 
The multimedia documents constitute the hypermedia 
structure (statics) of the system, the istances of index 
cells described previously are the knowledge structure 
(dynamics) of the system. Their integration has shown in 
the figure 6.  
The system dynamic behaviour is described by the 
interaction diagram in among cells index (see figure 9), 
which show the message exchange among the cells that 
constitute the system knowledge structure. 
Figure 7 shows also that more simple index cells has 
been added to the interaction diagram. They are 
necessary in order to comprehend the whole multimedia 
system behaviour: the index cells named Level1 to 
Level5 represent the knowledge structure associated to 
lesson multimedia documents. They have to send a 
message of output increment with the parameter 
increase:boolean=TRUE to the Proficiency Cell Index, if 
the student has gotten a positive result from the test; to 
the Deficiency Cell Index, if the student hasn’t gotten an 
enough score. The Professor Index Cell, receives the 
notification messages sent by both the PIC and DIC, 
whose assignments  are to notify to the Teacher that the 
level of difficulty of the multimedia lesson disbursed is 
respectively increased or decreased. The Professor Index 
Cells receives also messages of EasierLesson or 
HarderLesson from the Self-Adjustment Cell, when the 
disbursed contents are revealed respectively too much 
difficulties or too much simple for the virtual class. 
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Figure 6. Tao-plug 

  
Figure 7. System dynamic behaviour 

8 MKEE as e-Learning systems 
engineering tool. 

The Multimedia Knowledge Eclipse Environment is the 
ideal tool to realize the illustrated system, because it 
allows to model its double structure (static and dynamic) 
through practical visual editors and to get a description 
of the whole system in TAOXML, a simple language 
obtained by the fusion of the language of the 
TeleActions Objects and the XML.   The language of the 
TeleActions Objects, furnishes the semantic 
constructions to describe a multimedia system and the 
interactions among its elements;  the language XML, 
allows instead to express such concepts through precise 
syntactic constructions, in the full respect of the 
multimedia ontology which constitute the base of the 
same language of the TeleActions Object, furnishing so 
consistence and rigor to the used model. It appears 
besides evident as a description in XML of the modeled 
system is able suffered to be used from a CASE tool for 
the automatic generation of the necessary code to the 
implementation of the system. 

9 System Implementation using MKEE. 

The use of an eclipse based development environment, 
allows us to treat the multimedia system as a new Tao 
Project, that is represented by a folder in the project 
explorer view of eclipse environment. 

MKEE allows to separately manage the static and 
dynamics part of the system, dominating so the intrinsic 
complexity related to the double structure. For such a 
reason two different editors based on Eclipse GMF 
technology has been used. 
The Multimedia Knowledge Eclipse Environment for 
Tao (MKEE4TAO), illustrated following, allows the 
multimedia designer to define the whole system static 
structure, in terms of TeleAction Objects, in simple and 
intuitive way. All it takes is selecting in the tool palette  
the elements that you want to insert and to position them 
on the Canvas, through drag and drop Operation. It is 
necessary, besides, with the purpose to give consistence 
to the system, to plan the ownerships of every inserted 
element, using the Property view, which allows a 
practical insertion of the values using a tabular structure. 
It is possible to sail the whole Canvas using the Outline 
view in the angle in low to the left (see fig. 8). 

 
Figure 8. MKEE4IC 

In analogous way it is possible to use the Multimedia 
Knowledge Eclipse Environment for Index Cells 
(MKEE4IC), (see figure 9) to draw the index cells that 
constitute the system knowledge structure.  

 
Figure9. MKEE4IC 

Saving the project, the eclipse environment 
automatically produces two files, each for every 
structure. The first one with extension *.TAO contains 
the static TAOXML, the other one with extension *.IC 
contains the dynamic description of system. The 
following diagrams are drawn for the described objects: 
 

137



 

 

 
 

 

 

10 Conclusions 

In our approach an application of 
TAO and active index to the 
Eclipse Environment has been done 
to make possible to distribute 
intelligence in an intelligent 
distributed system. 
Designing distributed intelligence 
systems, means to enhance each 
object with one or more index 
cells. Such an object is called a 
tele-action object (TAO). Index cells behave like agents 
and objects enhanced by index cells can perform actions 
by themselves. Therefore, intelligence is distributed to 
these tele-action objects. Objects may also contain 
multimedia data. An active index consists of a network 
of index cells (IC) and can best be used in a distributed 
intelligence system. A lot of distributed knowledge can 

increase the overall intelligence of an intelligent system. 
In conclusion we have demonstrated in this paper how to 
augment human intelligence by an active index and how 
to manage intelligent systems using an eclipse 
environment platform, realizing a distance learning 
system. 
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Abstract
With the increasing popularity of the Grid

Computing, both in Grid resources and Grid
network environment, it is getting more
imperative to provide a distributed mechanism
that can enable multimedia content diffusion in a 
flexible and autonomic way. In this research we 
evolve the Tele Action Object (TAO) concepts to 
allow parts of the computational process to be
executed remotely, in a distributed environment
based on Grid. This paper proposes an active
Grid architecture and middleware for a new
generation of e-learning applications, based on 
self-managed and distributed Index Cells (IC).
On the basis of the defined architecture we have 
implemented a prototype of Grid based TAO that 
validates our thesis. The prototype is realized
integrating two open-source technologies:
“GLOBUS” of the Globus Alliance and “Eclipse
Callisto”.

Keywords: Tele Action Objects, Grid
Computing, Autonomic systems, Eclipse, E-
learning.

1. Introduction 

The widespread Internet is the living
environment of multimedia services based on
Grid computing technologies. A basic premise of 
Open Grid Services Architecture (OGSA) is that 
everything is represented as a service, which is a 
network-enabled entity that provides capability
to users. In addition there is a network paradigm 
shift dictated by the need of rapid and autonomic 
service creation, deployment, activation, and
management combined with context
customization and customer personalization.
Such a motivation can be traced in different
organizations and research activities as well as
market forces. Since Grid provides an
infrastructure for the interoperability of legacy
applications in distributed environments,
research people have started using Grid concepts 

to integrate and enhance knowledge creation and 

visualization systems.
In this paper we propose a new paradigm for
Distributed Knowledge Management [1] based
on Service Oriented Architecture [2], using
Eclipse and Grid technologies. The tool used to
add programmability to Grid-enabled creation
and visualization systems is extension to the
widely used supporting tool, Eclipse, which is
also a powerful supporting tool for Eclipse
Italian Community.  Moreover an application of
the architecture has been done into e-learning
domain. The organization of the paper is as
follows. In section 2 we introduce background
and related works of the Tele Action Objects
paradigm. In section 3 we position a layered
architecture based on Grid that enhance the
actual TAO in a distributed fashion. In section 4 
we propose the Ubiquitous and Autonomic -
Index Cell model (UA-IC) that enhances the
actual Active Index model solving in a brilliant
way the well-known TAO synchronization
problem. Section 5 presents the Globus agnostic 
middleware integration in Eclipse that enables
the TAO on the Grid and Web infrastructure. On 
the basis of this infrastructure, in Section 6 we
show a short example of use of Distributed -
TAO in e-learning.

2. Background and related work

The landmark Journal of ‘Visual Language
and Computing’ by S.-K Chang [3] sparked the
development of a number of important
visualization and multimedia systems. Many of
these were based on the notion of dataflow
whereby the overall visualization process is
broken down into smaller parts, or modules,
which are connected in a network. Data flows
through this network, being transformed finally
into multiple media resources represented by
images, videos and audio. Key contributions
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were the MICE system described by Guercio et
al [4], and the elegant reference model for Active
Index by S.-K Chang [5]. An important
application of visualization in distance e learning 
is to share and view data in a distributed
environment acting a quasi-broadcasting system
for knowledge management and diffusion. This
paper by Maresca et al [6] is a key contribution
in understanding the distinction between using
visualization for on-line computational steering,
and for off-line post-processing of data. 

3. Distributed TAO: a layered 
architecture based on Grid

We see the multimedia visualization process as
an ordered sequence of work tasks where results 
from one work task are input to a subsequent
work task. This is commonly realised as a TAO
dataflow process as presented in the traditional
reference model [7]. The novelty introduced in
this paper is a new paradigm, the Distributed
TAO (D-TAO) that reuses the basic principles of 
TAO (Active Index) and adapts it in a Grid-
based environment. In this scenario the D-TAO
dataflow pipeline could be viewed at different
levels of abstraction: a top level independent of
resources and low levels where resources are
progressively bound in; the paper focus the
following tree layers: 

Figure 1 – Distributed TAO using GRID

The Visualization plane manages the
multimedia flows specifying how knowledge
should be transformed to pictorial data. In other
words it represents the set of nodes that provides
services about the visualization of the
multimedia contents. In this paper we extends
the concept of knowledge visualization to grid
computing and collaboration, by associating
Index Cell (IC) to distributed dataflow, and
specifying interconnecting links between these
Active Index. The visualization plane is not

static, but evolves over time as the user explores 
different learning strategies and levels. In the
second layer of the reference model, the Editing
plane, we bind the Visualization plane to a
particular configuration of the software entities:
the knowledge creation.  In other words we
indicates the complete set of nodes attached to
the Grid that have the full access to the TAO
editing, manipulation and visualization. The
Editing plane is expressed independently of any
compute resources; it does introduce constraints
on the resources required. (e.g. particular time-
delay characteristics, processor, QoS for network 
links and requirement for co-location of
components to ensure performance and other
criteria to met). Resource constraints are not
static and may evolve dynamically as a session
progresses (for example new data sources might
be brought into play requiring computation to
migrate to satisfy performance criteria). The
dynamic resource constrains is treated in the next 
chapter, introducing the concept of “ubiquitous”
and “autonomic” Index Cell agents (UA-IC).
Finally, the Grid plane represents the physical
layer that interprets the editing plane
specification in terms of particular Grid
computing environment. The processes are
bound to specific compute resources – but again 
the binding is not static, rather it evolves as the
editing plane changes over time. A resource
broker could take the editing specification, the
resource requirements and resource availability,
and carry out the transformation between editing
and physical layers automatically.  This layer is
implemented using GLOBUS as depicted in the
next section.  Distributed TAO (D-TAO)
represents a new paradigm that introduces
concepts of ubiquitous and autonomic Index
Cell, to support a layered distributed
infrastructure that transform a centralized
multimedia dataflow in a distributed one.

4. Ubiquitous Index Cell (U-IC)

The formal specification of the TAO is based on 
three basic concepts: the Index Cell Base (ICB)
that consists of a finite/infinite number of index
cells; an active index (IX) that consists of a finite 
number of Index Cell from ICB; the Index Cell
[8], that performs the logic act to manages
multimedia contents stored and processed on a
computational system locally (prior art). Active
Index related to the TAO local computation
consists in a time varying collection of index cell 
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in different states, accepting certain input
messages and posting output messages of the
output list. In the traditional TAO,
synchronization of Active Index could be
defined directly at TAO editing time. TAO
primitives (e.g. XML based) define the static and 
dynamic descriptors that tune this parameter,
taking in account the multimedia loading latency
(mll), multimedia visualization latency (mvl) and 
the multimedia execution time (met). Distributed 
TAO (D-TAO) introduces a variant to the
traditional IC model. In this case ICB is
completely represented using the grid plane
metaphor. In other words IC are distributed
through the nodes of the Grid environment. The
idea behind D-TAO is very simple: define a
distributed Tele Action Object environment that
controls and share, on top of a Grid, multimedia
resources performing the resource editing and
visualization, in real-time. In other words D-
TAO introduces an overlay network that includes 
one or more computational systems that
cooperate in order to perform both the data
gathering and processing of multimedia contents
stored and shared on a distributed environment.
In this scenario Index Cell, that represents the
knowledge system are ubiquitous and distributed 
over the Grid in order to be consumed
dynamically (U-IC). In a distributed environment 
the synchronization of the ubiquitous IC (U-IC)
is function of the network latency. Importunely
the network delay is not a predicable parameter,
because is dynamic and depending from the
network topology. This implies that is not
possible define synchronization of the Grid
Index Cell using the same criteria also used for
the traditional IC. The novel idea is based on the 
concept of “autonomic” U-IC that permits to
self-synchronize the Index Cell using signalling
information coming from the Grid environment.
In this way we transforms the open chain Index
Cell model (traditional) in a close chain system,
where feedback information are recovered using
the signalling channel defined on top of the grid. 
Autonomic U-IC could be implemented in a
software agent connected to the grid that
implements the Index Cell logic (state machine)
and synchronize it taking in account the network 
topology and dataflow distribution.

UA-IC is integrated in each node of the Grid
environment. In other word the logic that
implements the UA-IC is wrapped in a Grid
service and exported in Eclipse environment.
Details about this integration are deeply analyzed 
in the next section. 

5. GLOBUS and Eclipse integration

The architecture for Grid Computing is
defined in OGSA standard that describes the
overall structure and services to be provided in
Grid environments [9]. Building on concepts and 
technologies from the Grid and Web Services
communities, OGSA architecture defines
uniform exposed service semantics (the Grid
service) and standard mechanisms for creating,
naming, and discovering transient Grid service
instances; due to its many benefits, OGSA and
Globus [10] [11] are adopted in this paper as a
guideline for Grid services [12]. This
architecture aims to provide mechanisms
automatically adapting Grid network elements to
different Grid services and the management of
the Grid system itself. 

In our dimension, Grid acts as supplier of
“Editing” and “Visualization”  services; Grid
management services are UA-IC agents. In other
words the natural evolution of the TAO paradigm is 
now based on a Service Oriented Architecture
(SOA) where multimedia editing and streaming are 
distributed over the Grid using the “service”
approach.

 Consumer of Editing and Visualization Services 
are applications that, implementing the service
interface, are able to connect to the Grid and share, 
in a very transparent way, mechanisms, multimedia 
contents, knowledge and logics.

In our architecture the consumer is implemented 
using only one open-source application: Eclipse
Callisto. Each different service offered by the
platform are “consumed” using a different plug-in.
In details the GLOBUS framework acts as
distributed communication service that supplies
all the possible services required by the e-
learning platform; Eclipse act as Graphical User
Interface for TAO Editing and Visualization
simply using the plug-in concept as “glue ”
technology. Finally the plug-ins “consumes” the
services offered by the Grid platform.  Each
plug-in is composed by three elements: the
eclipse interface, the Grid interface and the logic 
that implements the UA-IC agent, in order to
supply or consume multimedia contents. Next
figure shows details about the Eclipse-Globus
integration based on the pluggable approach:
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Figure 2: Eclipse-Globus integration

Next section shows details about the
implemented prototype.

6. An E-learning simple application 
based on Grid

In this section we introduces an e-learning
adaptive system based on Grid. Lessons are
organized through one hypermedia-distributed
structure [13]. Such structure remains passive
until it does not come visited from the students.
Such structure can be rendered active associating 
the index cells [14] with multimedia documents.
The idea is to construct a special document that,
if visited from some students, give us
notification that they have caught up a sure level 
of proficiency and therefore the learning
materials would have to be modified in order to
become more difficult [17]. In the same way,
when some students approach to a special
document that indicates deficiency, it means that
they have found problems and consequently the
learning materials would have to be rendered
simpler [18]. The special document is
ubiquitous, in the sense that knowledge contents
are distributed among the nodes of the e-learning
network, attached to the same Grid. The model
behind the ubiquitous document management is
based on three concepts:
Ubiquitous proficiency-level index cell (U-
PLIC): This index cell is associated with a
specific multimedia document shared on the grid 
(reachable only from the students well prepared). 
When it comes primed, the level of proficiency
comes increasing of 1. When the level of
proficiency has caught up a predefined threshold 
(as an example 3), the Ubiquitous Index Cell will 
send to the professor a message that will inform
him that a sufficient number of students have
caught up this level of proficiency. The U-PLIC
will send also messages to some multimedia

documents, to the aim of increasing the level of
difficulty.
Ubiquitous deficiency-level index cell (U-
DLIC): This index cell is associated with a
specific multimedia document shared on the grid 
(reachable only from the students with
deficiencies). When it comes primed, the level of 
deficiency comes increasing of 1. When the level 
of deficiency has caught up a predefined
threshold (as an example 2), the Index Cell will
send to the professor a message, than will inform 
him that a sufficient number of students have
caught up this level of deficiency. The U-DLIC
will send also messages to some multimedia
documents, to the aim to reduce the level of
difficulty.
Ubiquitous self-adjustment index cell (U-
SAIC): This Index Cell is associated to
multimedia documents containing e-learning
material. When it receives the message harder, it
increases the difficulty of the learning material.
In the same way, when U-SAIC receives the
message easier, it reduces the difficulty of the
learning material to the aim to render them
simpler. The instances of Index Cells are
associated to multimedia documents distributed
over the Grid. Self-adjustment is implemented
using feedbacks received on adjacent Grid nodes. 

The simple e-learning application [19][20]
focus two kinds of lessons distributed over the
grid network: 
- A more difficult lesson when three students
approaches to a multimedia document named
Proficiency Document.
-A simpler lesson when two students approaches
a special document named Deficiency Document

The distributed multimedia lesson contains
five different levels of difficulty.

In this scenario, the hypermedia structure of
the e-learning application is composed of:

a) Proficiency Document: it is a special
document, which can approach only the students 
who have exceeded the annexed verifications to
the multimedia lessons with profit. The
document communicates to the student its result.

b) Deficiency Document: it is a special
document, which can approach only the students 
who have not exceeded the annexed verifications 
to the lessons with a sufficient result. The
document communicates to the student its result. 

c) Multimedia Lesson: it is a complex
multimedia document, containing the e-learning
material. It is divided into five lessons on the
same argument with increasing difficulty. 
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Only a lesson at once must be accessible
depending on the proficiency of the virtual class. 
All these three documents are expressed in terms 
of TAO [15][16]. As example the TAO hyper-
graph could be composed of a macro node, to the 
whose inside is defined a Ticon, containing a
text of congratulations that is shown to the
customer, one Icon, containing logo of the
department and one Earcon content an audio
message of congratulations. The Earcon is tied to 
the Ticon with a temporal link, in order to
synchronize the audio execution with the reading 
of the text. The Icon is connected to the Ticon
using a spatial link that defines the mutual
position of the two generalized icons. The
described objects represent the hypermedia
structure of e-learning application. They
constitute a well-defined multimedia system,
because it contains the mechanisms that regulate
dynamics of the application (see the nature of the 
UA-IC). In other words the TAO multimedia
structure is now complete, because equipped
with an autonomic mechanism that react to the
user input dynamically. Next figure (3) shows
the knowledge network associated to the
described multimedia object, distributed on each
node of the e-learning Grid.

Figure 3. Knowledge structure associated 
to multimedia objects 

The IC Level1-Level5 represent the
knowledge structure associated to multimedia
documents representing the distributed lessons.
Their task are to send an output increment
message, with the parameter increase:
boolean=TRUE, to the IC Proficiency, if one or
more students have obtained a positive result
from the test. The IC Proficiency will send a
message to the IC Deficiency
(Boolean=FALSE), if one or more Students have 
obtained insufficient score. The IC Professor
receives the notification messages sent from both 
the ubiquitous IC Proficiency (U-ICP) and IC
Deficiency (U-ICD) distributed on the e-learning
Grid. The U-ICP and U-ICD have the tasks to
notify the Teacher that the level of difficulty of
the distributed multimedia lesson is,

respectively, increased or diminished; and it
receives messages of Easier Lesson or Harder
Lesson from the Self-Adjustment IC, when the
contents distributed are, respectively, too much
difficult or too much simple (relating the
learning Grid). 

Next figure (4) shows a complete view of the 
proposed e-learning application. In this scenario
the knowledge network is distributed over the
Grid:

Figure 4.  Knowledge structure associated 
to multimedia objects and distributed over the 

Grid
Red and green nodes represent the Ubiquitous 

Proficiency and Deficiency cells. Yellow nodes
represent self-adjustment cells. Finally blue
nodes represent the professor cells. The
distributed organization of Index Cells on the
Grid is more powerful: different class of cells
communicates and shares information over a
Private Learning Network (PLN) where the grid
middleware acts as privileged signaling channel.
In other words, using this new approach,
professor could have in real time information
about the average preparation of one or more
virtual class (not only a limited group of
students); self-adjustment cells could tunes the e-
learning grid in a very precious and performed
way (e.g using the average proficiency and
deficiency information related to more students
communities).  The knowledge could be
distributed and reused on different nodes,
creating different network dichotomies, per-
faculty, per-courses and per-specializations.

Conclusions and future works

In this paper we have proposed a new
architecture that use the basic principles of the
Grid computing and apply them to the TAO
paradigm, in order to propagate multimedia
knowledge over a distributed system.
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On the basis of the defined architecture we
have implemented a prototype of Grid based
ubiquitous Index Cell (U-IC) Agent that
validates our thesis. The prototype is realized
integrating two open-source technologies:
GLOBUS of the GLOBUS Alliance and Eclipse: 
on the basis of the U-IC implementation the
simple application introduced in chapter 6 could 
be completed.

This demonstrator, developed by the Alcatel
Lucent Italia Laboratories and University of
Naples Federico II, is now in beta-test beside the 
Laboratories of the same University.
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Abstract 

The ECLIPSE community is made up of developers, and 
all of them contribute to the improvement of the platform, 

from all points of view. ECLIPSE is used in schools, 
universities and for long-life learning, and there are 
several reasons why it was chosen: it is open source, has 
many plug-ins, allows collaborations and is free. The use 

of the eclipse platform in the didactic activities doesn't 
constitute only the use of an open source software but a 
philosophy of work that creates a community around a 

common objective and facilitates the transfer of 
knowledge between people. 
This paper shows as a community of students grows, 
organizes, transfers knowledge and  prepare didactic 

resources to the purpose to form own knowledge around a 
didactic objective by using simulations.  

1 Introduction 
The advent of the new computer technologies in 

e-learning domain has not changed the way of teaching ! 

The student always learns from the language. 

The simulations are the innovative example of the 

potentialities of the new computer technologies applied 

to the e-learning. In all the schools, the language and the 

learning through it still constitutes the only way to teach 

and to learn. Although the language allows us to describe 

and to abstractly represent the realities, many are the 

limits to its use: 

  

1.  Motivation: to learn from the language (written or 

spoken) it is boring and it asks for strong 

concentration and a great ability in effecting 

connections among concepts. 

2.  Superficiality:  the language is able not to be the 

proper tool to understand in depth the concepts in 

how much arousing only abstracted reasoning 

forces to an accumulation of mnemonic 

knowledge. 

3. The wealth or the level of knowledge:  To learn 

through the language needs to know the language. 

A person that has a limited dictionary cannot 

easily learn through it and he/she will have some 

problems and a lazy and limited learning. 

A good learning asks for understanding, 

movement among the concepts also in the practice, 

connections with preceding experiences, with done 

experiences. 

The problems of the use of the language have 

become even more important because of the changes that 

are happening in our society. In fact while in the past the 

education was reserved to a limited elite of people that 

knew well the language today the education is addressed 

to all putting aside from the fact that these people have a 

complete knowledge of the language. Besides, in the 

actual society, the people are subject to the long life 

learning [1,6]  and therefore the people have to access 

the continuous renewal of their knowledges really 

through the language and and it is not possible that these 

people improve their own language before acquiring the 

knowledges that will serve them to improve their own 

abilities and knowledges in the working field. 

The knowledge of a frank language (es. the 

english language) in a global environment still sets 

problems. With the advent of internet and the networks it 

becomes possible to learn and to study through 

cooperating systems sharing resources, knowledge 

opening ourself to the cultures and to the experiences. 

Besides the choice of a common language resolves partly 

the problem (for a small elite of people) because a lot of 

people don't know the common language and it reverts in 

the limitation 3 for which learning in a virtual and global 

environment  (and not in a real classroom) anymore 

becomes really an obstacle. 

The actual state of the things is that we always 

use a language, sometimes a frank language to learn the 

novelties and we do it through new technologies. 

This however it doesn't improve the learning, it 

has many costs and the advantages they are not 

commensurate to the disadvantages.  

In this job we want to show that the frank 

language is not a language but a collection of 

experiences – named also simulations collections- 

communicated through an e-learning virtual environment 

where every experience can be simulated and every thing 

represents an example of virtual laboratory that can be 

shared and to constitute the occasion of learning for 

other people:  it is the phenomenon of the collaboratory 

(collaboration+laboratory). A collaboratory doesn't have 

limits neither in the simulation phenomenons, neither in 
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the greatness of the phenomenons. The e-learning virtual 

environment needs a powerful interface. The choice is 

fallen on ECLIPSE [2,3,4,5]. 

2 The Simulation and ECLIPSE  
Experience is a strange teacher:  first it examines 

yourself and then it explains the lesson learned. The 

introduction of the new technologies of the information 

and the communication  (TIC) offer for the first time the 

possibility to learn on everything (or almost) through to 

see and to know how to do.  The TIC allow to acquire a 

know how to do spendable in the world of the job not 

only through the oral language. It deals with a to see and 

to know how to do that don't directly have for object the 

real things but they have for object visualizations, 

animations, simulations of the things, inside 

environments more or less dipped you that they resemble 

to the real environments.  

The student sees the objects, the phenomenons, 

the mechanisms, the processes, act on the conditions, the 

variable, the parameters that influence them, and 

observing the consequences of these manipulations, he 

understands the nature and the operation of it. Only that 

all this doesn't happen in the reality but in simulations of 

the reality.  

Despite the new digital technologies offers 

revolutionary possibility for that concerns the different 

way of learning (ex. the to see, and to do), the use that 

has been done up to now has not at all exploited these 

possibilities but the behaviour has been: to put old wine 
in new strokes, that is to use the traditional channel of 

oral learning (texts to be read, lessons oral video 

recorded, discussions on internet, forum, etc) in the new 

container constituted by the new technologies (for 

instance a classical environment of and-learning). 

Reading a book, watching a picture or a movie or, 

more rarely, the television the mind works and our 

emotional life is in movement. But we receive the 

perception of when we realize that what is outside in 

relationship to our actions:  this is only possible with a 

computer that simulates hibernated reality !  

A simulation is a model of a some aspect of the 

reality (natural, social, historical, technological, working, 

etc) expressed in the form of a computer program. When 

a simulation is dressed again by an appropriate interface 

that allows the student to see things and to act on them, 

the simulation becomes an important tool of 

understanding and learning. In a simulation the language 

develops entirely a marginal role as channel of 

communication and learning, while the simulation works 

because consumer sees the simulated phenomenons and 

acts on them observing the effects of his/her actions. The 

fact that then the simulations are the reality it constitutes 

for the science a novelty. But the simulations are very 

important because they make to penetrate more deeply in 

the science and they distribute more quickly the 

knowledge among those people who use it. In short the 

simulation becomes once a tool of learning that the 

simulation has been built a student can learn to know and 

to understand that part of the reality interacting with 

simulation;  that is on the commands of the computer, 

and observing as simulation reacts to our actions. 

For instance in the fig. 1 are brought a simulation 

used in our didactic laboratory that allows the student to 

interact with the not simple environment of eclipse with 

the purpose to install a perspective that is him useful for 

the compilation of the languages c/c++. An assignment 

that if faced through the traditional formative channels 

(language, reading manuals, resolution problems, 

consultations forum, reading chat etc) it has middly 

covered since 3 to the 5 hours. The same simulated 

assignment allows the student to be operational on the 

didactic laboratory in less than 30 minutes. The lapel of 

the medal is the preparation of the same resource and is 

clear that this is due to some better student of others but 

the enormous advantage it is secret in the fast transfer of 

the knowledge from a side (in fact the resource is that 

more downloaded by the site and by all italian 

community) and in the middle growth of the knowledge 

of the community of practice that reaches an objective in 

way very more rapids that with the use of the spoken 

language 

  

Figure 1. ECLIPSE CDT Simulation of installation. 

The second good motive is that the interface 

ECLIPSE can be multiform because of its perspectives. 

This is very important in an environment of simulation 

in which the virtual didactic laboratory can be changed 

(also changing the experiences) without changing the 

interface. In other words all languages can be used.  For 

instance to stay in theme of the fig.1, all the languages 

that are wanted without modifying the editor that will 

entertain them and without having problems to recall 

different compilers. In the fig. 2 are for instance shown 

the perspective java. 
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Figure 2. Virtual Java Lab. 

In the figure 3 a virtual multimedia lab [7,8,9,10, 

11] is shown through which the student interacts also 

creating complex simulations of real systems as for 

instance those economic, medical etc. 

Finally in the figure 4 and 5 are shown an 

environment for the construction of documentation of 

every type to software support, courses and other [12]. 

Figure 3. Virtual Multimedia Lab. 

They would seem finished the advantages but it is 

a quarter that is external to the interface ECLIPSE of it 

but that it is related to the experience accumulated in the 

use of the same interface and therefore in the use of the 

simulation and as this experience is appraised and how 

much quickly this can be transmitted acquired and 

magnified. In this the practice community ECLIPSE has 

shown to be a solid and meaningful community of 

knowledge transfer and the innovation in which the 

consumers are the carrying one of the innovation that 

flows through the net from individual to the other.

Figura 1 Eclipse Documentation system index cell 

Figura 2 Eclipse documentation system TAO diagram 

3 Conclusions 
With software open source as eclipse are made many 

footsteps before but:  will it be easy to put the new wine 

in the new barrels of the new technologies? The answer 

is that it won't be easy. The simulations to be well done 

cost and organized communities are not generally 

prepared to spend money and resources unless same 

communities are not open. Besides the simulations are 

innovations that change deeply the traditional disciplines 

and it is really for this that their penetration will be slow. 

The simulations as tools of learning require both 

competences regarding the new technologies that 

competences regarding the abilities human cognitive and 

these two competences are rarely found reunited in the 

same person or team. There are then other more specific 

obstacles. The simulations are tools of learning in which 

the language has a marginal aspect while the language 

still represents a fundamental carrying axle of the 

universal scholastic arrangement. Undeniable then that 

the simulations involve a certain dose of automation of 
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the learning that, some teachers, don't see of good eye 

because of the marginalization of their role. But it is 

obvious that with the simulations the role of the teacher 

changes changing their assignments and their 

competences. And these are other obstacles. 

Nevertheless in the university teaching the simulations 

offer many more advantages because the teachers are 

formed to change more quickly them of it competences 

and their assignments. 

Some small opening of optimism comes from the open 

source communities which often produces simulations. 

Before using it these artifact must be revised and often 

modified. The Eclipse community can be a good 

opportunity for the production of qualities simulations 

for the didactics. 
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Abstract 

The evaluation of the self-efficacy and its relationship 
with performance helps students in obtaining an 
authentic view of their current beliefs and abilities. In 
this paper we propose a model, named Self-Efficacy 
Assessment (SEA), that investigates this relationship. 
Honest students will be prized in the computation of the 
test’s score and adaptive feedback is provided to 
enhance their self-efficacy. A prototype supporting the 
proposed model has been developed as a MOODLE 
plug-in.  

1. Introduction 

The crisis of the scientific vocations is a phenomenon 
which involves both Europe and US. The loss of interest 
in scientific studies risks producing a shortage of 
scientists. On the other side, often college students arrive 
in introductory scientific courses with varied levels of 
confidence and competence. In the specific case of 
computer science, some of them believe that the 
discipline is easy and a high percentage of them has not 
the pre-requisite to success in this kind of studies. As a 
consequence, they do not invest much preparatory effort 
in it [1]. Others may have the attitude, but they can have 
had difficulties with previous studies which had 
discouraged them. 
Also for lifelong learning, to acquire the skills necessary 
to perform newer and newer activities, human resources 
have to be able to evaluate their performance accurately 
and consequently become more skilled at assessing their 
learning needs. Thus, when the students have to choose 
their study address or, more generally, when a person 
has to begin a new activity, a self-evaluation tool could 
have the potential to help this process. Particular 
relevance has the measurement of self-efficacy, the 

student’s belief on his capacity of performing a task. The 
evaluation of the self-efficacy and its relationship with 
performance helps students in obtaining an authentic 
view of their current beliefs and abilities [11]. Indeed, it 
is very important for a student to identify areas in which 
he or she is relatively effective and areas in which he/she 
is relatively ineffective, given limits on the time and 
resources available for self-improvement efforts [10]. 
These kind of evaluation is natural in face-to-face 
assessment, where the teacher can verbally highlight to 
the student his/her potentialities or trouble while (s)he 
performs a given task. In computer based assessment, 
the lack of a teacher having this role is particularly 
relevant and can be overcome introducing self-efficacy 
assessment [6]. 

In this paper we propose a model that investigates the 
relationships between the self-efficacy of a student and 
its real competence. The mark of a test takes into 
account both these factors to invite the students to take 
in the appropriate consideration the questions concerning 
their confidence. Honest students will be prized in the 
computation of the test’s score. The scoring scheme can 
be used also as summative evaluation. A prototype 
supporting the proposed model has been developed as 
MOODLE plug-in, named Self-Efficacy Assessment 
(SEA). The prototype enables teachers to choose the 
feedback typology (textual, numeric, graphical or both) 
and whether to provide a feedback for each questions or 
only a summative report. Moreover, the text of the 
messages corresponding to the various level of 
confidence can be personalized.  

The remainder of the paper is organized as follows: 
Section 2 presents the related work. The proposed 
methodology and tool are described in Section 3, while 
the adaptive feedbacks are described in Section 4. Final 
remarks and future work conclude the paper. 
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2. Related work  

Relationships between confidence and competence have 
been largely investigated in medical sector [1][8][12]. 
A study conducted on biology undergraduate students 
revealed that they do not always know what they do know 
[13]. 
Empirical studies have been also conducted to compare 
the confidence and the competence in software skill [8]. 
The results indicated that although students were 
confident in their ability to perform basic software 
application tasks, their actual performance level was 
consistently below their confidence level. 
In [6] a confidence-based approach, CBA, for formative 
and summative assessment has been proposed. Marks 
have been selected in such a way to provide a great 
penalty whether the student lies or has a misconception on 
its confidence on a given questions. CBA is suggested for 
T/F answers in case of summative exams. Indeed, whether 
multiple answers are allowed the proposed penalty seems 
to be too high, because a wrong answer is not always due 
to guess, but it can be caused by misunderstanding. This 
is particularly true whether the time available to perform 
the test is strict. Moreover, this kind of evaluation has to 
consider the character of a student. Indeed, a student with 
a low self-estimate can reach a lower score with respect to 
another one with the same knowledge. Similarly to our 
approach, immediate feedbacks are provided during 
formative exercises. Such feedbacks are numerical. In our 
approach we try to solicit the student to objectively reflect 
about the reason of errors providing adaptive textual 
messages. 
In [4]  fuzzy theory has been adopted for dealing with 
uncertainty in the assessment of the students and the 
incomplete knowledge about his Self-Efficacy.  

3. The proposed methodology and tool 

According to Bandura [2], self-efficacy beliefs for a 
behaviour is increased by successfully performing the 
behaviour. It is also influenced by verbal persuasion, 
which, if realistic, can encourage efforts that are more 
likely to increase efficacy through success. 
The goal of the study is to enable a student to measure 
his/her awareness considering the following level of 
knowledge acquisition: 

1. Unconscious incompetence – I do not know what I 
don’t know. 

2. Conscious incompetence – I know what I do not 
know 

3. Unconscious competence – I do not know what I 
know. This self-bilief also corresponds to the 

situation where the student is so practiced that (s)he 
does not need to know what (s)he knows because 
(s)he can perform the task without conscious thought. 

4. Conscious competence – I know what I know 

These competence classes are listed in order of danger for 
the students knowledge. 

Degree of Belief

Single Question Assessment

discrepancies

Adaptive Feedback

Improving Motivation

Package principale::Studente

Objectives

Summative Feedback

Figure 1. The SEA process 

The proposed approach aims at giving appropriate 
feedback to the students about their cognitive level. It also 
aims at improving self-efficacy during a self-assessment 
test composed by several multiple choice questions.  
Figure 1 depicts the Self-Efficacy Assessment (SEA) 
process. A student, following the Bandura’s model [3], 
has a certain degree of beliefs about a given task. A 
multiple choice question is proposed to evaluate the 
discrepancies between the student belief and its 
competence on the task to perform. Discrepancies are then 
analyzed to improve the student’s motivation through the 
production of an Adaptive Feedback, which takes in 
account the trends of the student confidence examining 
the previous answers and his/her performance. When all 
the questions have been answered, a summative report is 
also provided. 
The Self-Efficacy Assessment environment supporting the 
proposed methodology has been developed as a 
MOODLE [7] plug-in. The prototype enables the teacher 
to choose the feedback typology (textual, numeric, 
graphical or both) and whether to provide a feedback for 
each questions or only a summative report. Moreover, the 
text of the messages corresponding to the various level of 
confidence can be personalized. The teacher can also 
decide the weight of the confidence scoring in case o 
summative assessment of the student. 

Student
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3.1 The Scoring Schema 

The scoring schema we propose is customized by the 
teacher choosing the number n of confidence levels. To 
not heavy influence the final score by the adoption of 
confidence levels, differently from [6], we prefer to adopt 
a scoring scheme based on the Renard Number [9], as 
depicted in Table 1, where, as an example, we consider 
two Renard series R10 and R20, three confidence levels 
and four multiple choice answers. 

Table 1. The 3 level confidence SEA scoring 
schemas

R 10 Confidence Level
Low
(1) 

Medium 
(1.25) 

High 
(1.60) 

Correct answer  (1) 1 1.25 1.60 
Wrong answer  (-1/3) - 0.33 - 0.42 - 0.53 

R 20 Confidence Level
Low
(1) 

Medium 
(1.12) 

High 
(1.25) 

Correct answer  (1) 1 1.12 1.25 
Wrong answer  (-1/3) - 0.33 -0.37 - 0.42 

As Table 1 shows, the Renard Numbers enable us to 
adopt equally spaced factors to better weight the score of 
the test. This feature provides us with a didactical 
instrument that investigates the confidence using test 
scores which are limitedly influenced by the confidence 
weights.  
A stronger penalization is proposed in [6] when a student 
expresses high confidence on a wrong answer. 
Differently, we prefer to adopt a lighter scoring schema 
that on one side judges the level of confidence and on the 
other side does not alter too much the final score.  
Let St and Sc the scoring evaluated without and with the 
confidence level, respectively. To avoid final results to be 
too reliant to the student nature, such as shy, sure, or 
boaster, the final score S is weighted with the confidence 
judgments expressed by the student during the test: 

The scoring scheme is devised in such a way to be 
extremely flexible. To this aim the test has been 

parameterised to let the teacher finely customize it by 
introducing the following parameters: 

the confidence weights ci, which are fully 
customizable in range and starting point. As an 
example, in our experiment we have chosen the 
Renard serie R10 [9] starting from 1 and assigning 
three confidence levels       
the influence factor, k, which enables the teacher to 
decide the weight (s)he wants to assign to the 
confidence degree of a student. The resulting score S
is evaluated as follows:  

ct SkSkS
100100

100

the time window, w, which sets the size of the sample 
of recent scores that is compared in average with all 
the scores already obtained. These statistics are used 
to provide feedbacks during the test. The w parameter 
enables to give inertia to feedback output avoiding 
useless and dangerous oscillations.    

Figure 2 shows the test results obtainable by all 
permutations of the three confidence levels R20 (1, 1.12, 
1.25) and the impact on the traditional test score, depicted 
in each subplot by the horizontal line. Figure 2 depicts the 
results of a test composed by 3 questions, each of which 
with four answers. Displayed data are obtained with a 
“lazy generation” of the scores domain, in the sense that 
each subplot in Figure 2 represents all possible 
permutation of answers that obtain the same average 
score. Thus, Figure 2 (a) and (d) depict the application of 
all possible confidence levels to all wrong answers and all 
correct ones, respectively. As graphically shown, the 
adoption of confidence level does not alter the test results 
in the best and in the worst cases. Differently, the impact 
on an intermediate score, while motivating students to 
evaluate correctly themselves, is quite slight. Figure 2 (b) 
depicts the score fluctuation due to confidence weights in 
the case of one correct answer and two wrong ones. The 
test grade is contained in (0.05, 0.18), while the average is 
attested to 0.115. Figure 2 (c) shows that, answering 
correctly two questions, the final grade may oscillate 
between 0.49 and 0.62, while the traditional score is near 
to 0.56. It is important to note that the teacher can further 
customize the impact of the confidence by acting on the 
influence factor, k.
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Figure 2. The confidence evaluation of a 3 question test 
each with 4 possible answers, computed with 3 R 20 

confidence levels. 

4 Adaptive Feedbacks 

The SEA system provides users with different levels of 
feedback, depending on the teacher options selected when 
creating the test. The teachers, can also customize the 
messages provided as feedback to his(her) students. (S)he 
can also establish if messages are provided in a 
continuous manner (question by question) or only at the 
end of the test. 

4.1 Question by question feedbacks 

After a user has answered a question a summative report 
is provided which presents several statistics computed on 
the questions scores: 

the scoring trend, which is provided in a graphical 
way after submitting the answer to question i (i>w). It 
is computed by comparing the average score obtained 
on the last w questions with the average score 
computed on previous i-1 ones. 
the relative confidence feedback, which is computed 
starting after the answer w, on the last w answers. It is 
graphically depicted by representing the average score 
obtained by the student and the Best and Worst scores 
obtainable with confidence weights. 

the confidence trend, which is computed answer by 
answer comparing the actual score with the Best and 
Worst scores obtainable with confidence weights on 
the partial test results. 
the confidence benefit, which is obtained by 
comparing the confidence test score Sc and St, the 
classical one. By providing immediate feedback on 
how much the confidence answers are increasing or 
decreasing the score, we intend to invite the students 
to reflect on themselves. 

Table 2. An example of confidence scoring 

Confidence test Normal 
test Answer  Best  Worst  

 C M H L 
 W L L H 
 C L H L 
 W L L H 
 W H L H 

Score sum 1.01 1.062 2.21 0.416 
Average 

Score
0.202 0.18 0.36 0.06 

An example of the evaluation of the confidence scoring is 
shown in Table 2. To assess the confidence of a student 
we compare the test score, which is influenced by his/her 
confidence, with the Best Confidence Score (s)he would 
obtain if (s)he were fully conscious of his/her competence 
and incompetence, and with the Worst Confidence Score 
representing the opposite case. 

Figure 3. The application of the 3 level of R10 confidence 
to the test result of Table 2 

Figure 3 depicts all scores obtainable with the answers 
detailed in Table 2, when weighted with all possible 
confidence judgments. The traditional score is represented 
by the horizontal line at 0.2. As Figure 3 shows, the 
Obtained score (in our case fixed at 0.18) is, for any other 
combination of confidence answers, in the range (0.06, 
0.36). 
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Figure 4 shows the feedback window displayed after the 
submission of the fourth answer. As described in Table 2, 
the student fails, while expresses a low level of 
confidence. In particular, the user receives as feedback a 
graphical representation of his/her confidence degree, as 
depicted in Figure 4 (a). The relative confidence feedback 
(33%) is lower than the confidence trend (39%) because 
the former does not consider the first answer which is 
correct with medium confidence. The SEA plug-in, while 
signaling the decreasing of score in Figure 4 (b), provides 
a positive textual message underlining the user 
consciousness. The message will become harder after the 
student misses the last question with a high confidence 
value. The aim is  to stimulate the student attention on the 
differences existing between its belief on his capacity and 
the real performances to encourage reflection and the auto 
evaluation of self-efficacy. Thus, particular attention has 
to be addressed in this kind of message:  a wrong 
formulation can decrease the student self-estimate.  

Figure 4. An example of feedback representing the user 
confidence (consciousness  of limits) 

4.2 Final feedback 

At the end of the test the final feedback provided to the 
students has to be accurately designed. Indeed, the whole 

confidence revealed by the student during the test has to 
be summarized in a message. 
Particular attention has to be devoted in the two most 
problematic cases: the unconscious incompetence and 
unconscious competence. While the latter is less 
dangerous, the former can seriously misunderstand his/her 
need of an appropriate corrective learning process. 

Table 3. Confidence level classification 

In Table 3 a classification of the relationship occurring 
between confidence and competence is shown together 
with an example of adaptive feedback. To each cell of the 
table we associate a message Ki  Cj, where the messages 
Ki and Cj  are described in Table 4 and  is “and” if i=j , 
“but” otherwise. The text of these messages is reported in 
Table 4. 

These textual feedbacks are provided for each 
subtopic group of questions to signal to the student 
troubles in knowledge in that specific subtopic. 

 Table 4. Final feedback examples

Id
message 

Message text 

K1 You have to hard improve your 
competence  

K2 You have a little competence 
K3 You are very competent 
C1 You have to reflect a lot on your 

competence 
C2 You are quite conscious of your 

competence 
C3 You are very conscious of your 

competence 

(a) (b)

Confidence ranges

Scores 
ranges

Low Medium High 

[-n/3, n/3] conscious 
incompetence 
K1 and C1

Semi-
conscious 
Incompetence 
K1 but C2

unconscious 
incompetence 
K1 but C3

[n/3, 2n/3] medium 
consciousness, 
medium 
competence,  
K2 but C1

High 
consciousness, 
medium 
competence 
K2 and C2

K2 but C3
medium 
consciousness, 
medium 
competence 

[2n/3, n] unconscious 
competence 
K3 but C1

Semi-
conscious, 
competence 
K3 but C2

conscious 
competence 
K3 and C3
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%QID 
Question 

E D C B A n. a. 
Q1 The objectives of the self-efficacy 

assessment test are clear to me 
0 0 22% 56% 22% 0 

Q2 The task I had to perform was perfectly 
clear to me 

0 0 11% 78% 11% 0 

Q3 It is important to have an individual 
feedback  

0 0 33% 22% 45% 0 

Q4 The feedback messages are clear 0 11% 33% 23% 23% 0 
Q5 I believe  that messages provided by the 

system improve my self-efficacy 
0 5% 33% 56% 5% 0 

Q6 I believe that reflecting on my self-
efficacy improve my attention 

0 22% 33% 34% 11% 0 

Q7 I believe that the tool help me in the 
identification of the areas in which I am 
relatively effective and areas in which I  
am relatively ineffective 

0 0 33% 23% 33% 11% 

4. Conclusion and future work 

In this paper we have presented the SEA approach, aiming 
at improving the self-efficacy of a student. Respect to a 
traditional self-assessment system, when a student 
assesses his/her competence on the proposed system first 
of answering to a question (s)he has to examine himself 
on his competence degree. An immediate feedback puts in 
evidence the discrepancies between his/her self-belief and 
his/her real competence. The final score takes in account 
the confidence expressed, in such a way to induce the 
student to be honest and to reflexive. 
The proposed assessment methodology has been 
implemented as a MOODLE plug-in. The system will be 
experimented during the ARCHIMEDE project, an on 
going research project aiming at promoting the scientific 
culture  in the secondary school, while experimenting 
self-assessment methodologies. The SEA prototype runs 
on a dual Quad-Core Xeon server, which will host a 
thousand of student’s accounts from twenty secondary 
schools.
During the initial phase of this project an assessment test 
has been proposed using the SEA plug-in. A secondary 
school class composed by 18 students answered the 
survey presented in Table 5 concerning the SEA 
functionalities. Before attending the test the students were 
introduced to the SEA environment and its objectives.  No 
time was fixed to accomplish the test. 

Table 5. Survey questionnaire 

As Table 5 revealed, the results for the SEA 
functionalities are quite encouraging and the most 
important achievement concerns the help provided by the 
tool in the identification of effective/ineffective areas 
(Q7). All the students consider useful individual 
feedbacks and 94% of them positively consider the impact 
of the feedback messages on their self-efficacy.  

Future work are devoted to further encourage students 
in avoiding to guess the answer and in better assessing 
their self-efficacy using adaptive assessment.  
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Abstract 

Musical performance requires delicate mental work and good physical skill.  While musical performance anxiety not 
only affects stage accomplishment but also undermines confidence.  Besides, musical performance injury brings pain of 
muscles and bones, even forcing some musicians to give up their performance career.  To elevate the healthcare awareness 
of music performers, this study will construct Telecare system for music performer’s health, integrating e-learning and 
e-training systems, to prevent music performer’s anxiety and injury.  This study includes establishing an interdisciplinary 
team of distance mental and physical care, constructing the knowledge structure, devising evaluation tools, developing 
improvement strategies, and planning online e-learning platform with user communities. The expected result is a Telecare 
System for Music Performance Health, consisting of healthcare database, digital on-line testing, and two interactive self-care 
systems, Guided imagination- music performer’s anxiety relief system and Stretch and warm up exercise- music performer’s 
injury prevention system. To evaluate the effectiveness of the system, psychological and physiological measurement before 
and during musical performance can be transmitted to the system, interpreted by the professionals, and the feedback will be 
provided to the users. By this way Telecare system could offer music performers a comprehensive prevention and 
self-learning guidance.  
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A musical performance requires delicate mental 
function and good physical skill. However, performance 
anxiety and injury limit the development of performance 
ability. The former will not only influence the performance, 
but also hurt the performer’s self-esteem. The latter will 
cause physical pain due to the improper posture and over 
tension of the muscle. Performance anxiety and injury are 
inevitable for music performers. Hence, it is an urgent issue 
for music performers to improve their mental and physical 
healthcare literacy.  

According to investigations, nearly 60% of the 
performers feel performance anxiety affecting their quality 
of performance and life (Kemenade, 1995；Stephenson & 
Quarrier, 2005)[1,2], and 83.1% of the music major 
students face performance anxiety (Miller & Chesky, 
2004)[3]. Performance injury is also a frequent problem 
during music learning. Most are due to inappropriate use of 
strength and gestures, which may lead to injury of the 
muscle, bone and nerve system in the long run. While less 
severe cases are suffering from lasting pain and being able 
to perform only less effort-taking works. Severe sufferers 
may be forced to give up their performing career. 
According to investigations, nearly 76% of the performers 
regard that performance medical problems affect their 
quality of performance ( Fishbein, Middlestadt, Ottati, 
Straus & Ellis, 1998 ； Brandfonbrener & Lederman, 
2002)[4,5]. The research in Taiwan indicates the rate of 
performance injury is very high among music major 
students. 97.9 percent of them have experienced 
profession-related injury. The remarkable issue is that when 
injury happens, 60.4% of the students tend to handle by 
themselves or to ask for help from their teachers. Only 
21.6% of the students go to the doctors (Pon  &  Sun, 
1994)[6].   

Current internet resources of performing art medicine 
mainly provide information of conferences, articles, group 
discussion, and links of medical services. Online learning 
for improvement of performance anxiety and injury is rare, 
most of which are only ads of paying DVD about exercise 
practice therapy. Due to the widespread usage of the 
internet, our country has developed an excellent platform 
for distance learning of music performance healthcare 
literacy. Based on the above, the purpose of this study is to 
apply the concept of digital learning to music performer’s 
mental and physical care, combining case studies of musical 
performance, basic and clinical researches of psychiatry and 
physical therapy, knowledge management of informatics 
and technology education, and support from electrical 
engineering to have an interdisciplinary study to achieve the 
purpose of preventive education.  
 
 
Methods 
 
   This study, with the trend of e-learning with internet 

platform, uses the online- training to promote music 
performer‘s healthcare literacy to achieve the goal of 
prevention. Methods are as following: 
 
1. Establishing an interdisciplinary team of music 
performance long-distance health care 

Interdisciplinary cooperation is the main contribution 
to this study. Members of this team include performing and 
music educational experts in music department, 
psychotherapy and informatics experts in hospital, scholars 
of electrical measurement equipment of electrical 
engineering, and multimedia experts .     
 
2. Developing a knowledge structure of performance health 
literacy 

Performance healthcare literacy comprises mental and 
physical aspects. The mental part includes the definition of 
performance anxiety, the character with performance 
anxiety, social anxiety, self-evaluation, the relation between 
performing situations, and the strategies to deal with 
performance anxiety, etc. The physical part includes the 
right practice gestures, some common symptoms like 
muscle and bone pain, warm up activities before practice, 
the proper rest, the evaluation and healing of performance 
injury.   

  
3. Developing the evaluation tools for performance anxiety 
and injury 

This study adopts the online-survey approach. The 
survey of performance anxiety will adopt “Music 
Performance Anxiety Inventory for Adolescent, MPAI-A” 
(Osborne, & Kenny, 2005)[7] and “Kenny Music 
Performance Anxiety Inventory, K-MPAI” (Kenny, Davis, 
& Oates, 2004)[8]. The evaluation of performance injury 
will adopt “Disabilities of the Arm, Shoulder, and Hand 
Outcome Measure, DASH” (Hudak, Amadio & Bombardier, 
1996)[9] which can effectively evaluate the forelimb 
barriers of the testee and their effect on life. In DASH, if 
there is any item checked intermediately difficult by 
surveyors, they will further fill out “Nordic Musculoskeletal 
Questionnaire, NMQ” (Kuorinka, Jonsson, Kilborm, 
Vinterberg, & Biering-Sorensen, 1987)[10]. This survey 
investigates frequent discomfort of muscle and bone. Those 
above surveys are all in English and need to be translated 
into Chinese and tested their effectiveness.   
 
4. Developing improving strategies 

The improvement strategies for performance anxiety 
refer to the four steps of anxiety pressure management and 
health improvement (Li Ming-bin, 2005)[11]: (A) Trace 
the origin of anxiety; (B) Train and imagine how to deal 
with anxiety; (C) Evaluate cognition and improve the 
capability of positive thinking; (D) Practice and evaluate 
the result. Anxiety improvement tools refer to guiding 
imagination, integrating relaxation practice and cognition 
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therapy to guide participants to think positively and 
reduce performance anxiety through cognition 
reestablishment. The improvement strategies, adopted 
from “The Prevention of Health Injury Brochure of 
Computer Technicians” and “Brochure of Promotion of 
Health”, are instructed by physical therapists and put into 
practice, doing 15-20 min stretch exercise under the 
guidance of teacher before every performance.  

 
5. Designing digital learning platform and physiological 
signal measurement lab 

Through convenience of the Internet, the long distance 
digital platform of music performance healthcare literacy 
offers performers and the public a more easy, convenient 
and efficient access to music performance healthcare 
literacy and online learning. But the security of online data 
plays a more important role. This system will adopt 
hardware firewalls to separate inner database from the 
public to avoid illegal data stealing while legal users can 
access information they need through firewalls and web 
servers.  

This platform adopts the design structure of web base. 
Users can utilize browsers and connect to the platform of 
music performance healthcare literacy anytime, anywhere. 
In the design of database, the multimedia database is 
separated from general databases so that multimedia 
information can be presented independently. In this way 
the efficiency can be improved and expansion possibility 
can be increased. Program development will adopt 
object-oriented programming and all objects can be used 
repeatedly. This platform can support the file formats of 
text, graph, image, sounds, DVDs, and auxiliary teaching 
software.    

Besides, in the physiological signal measurement labs, 
the sensors including an clinical thermometer, ECG 
machine, an EMG machine and an Oximeter are integrated 
to measure the ECG, EMG, heartbeat, finger temperature 
and skin impulse. Through a collective interface, these 
physiological signals will be uploaded to e-health care 
center and will be read by the professionals of mental 
hygiene and physical therapy.  
  

This research constructs the online interactive 
learning system of guided imagination-performance anxiety 
improvement training. This training is of cognition behavior 
model. We can not only analyze the results by “Music 
Performance Anxiety Inventory for Adolescents, 
MPAI-A ”(Osborne, & Kenny, 2005)[] and “Kenny Music 
Performance Anxiety Inventory, K-MPAI”( Kenny, Davis, 
& Oates, 2004)[], but also examine the change of anxiety 
index by some psychological equipment, such as heartbeat, 
finger temperature, and skin electric signal sensors. As for 
the online interactive learning system “stretch warm up 
exercise for injury prevention”, it’s to instruct the 
performers stretch warming up exercise. An examining lab 
should be built in the music department classroom to 
monitor the performers’ psychological signals, like electric 
signals of muscle groups on the hands, Electro Cardio 
Grams, images of action. The signals will be sent to 
medical centers to decide the appropriate timing for rest, 
and the messages will be sent back to the performers by 
email so that the performers will know more about 
prevention of injury. To establish long distance healthcare 
mode, the physiological signal output terminal are in the 

6.  Developing learning communities 
After the construction of this platform, four learning 
communities will be established afterwards, including 
portal websites of professional performers, music teachers, 
music classes and music major students, and the general 
public to provide different information for professional 
necessities and experience sharing . This platform will also 
build up online-learning, set up mail system, and deliver 
mails through auto-transfer, informing four social groups of 
new learning units and online updates. Moreover, the audio 
and video function of online performance injury prevention 
will be set up to utilize guiding imagination strategies to 
direct users to deal with anxiety and to provide appropriate 

gestures, rest and workout advice to prevent performance 
anxiety. As for learning evaluation, online survey for 
learners is the main focus to investigate their anxiety and 
injury knowledge and behavior improvement. Finally, the 
platform build up transfer information, providing database, 
linking websites, to provide related information for online 
searching, like information of experts and medical centers 
for anxiety and injury in the county. 
    
 
Expected Result 
 
1. The e-learning structure of music performance health 

literacy  
This system can provide a healthcare database about 

music related performance. It includes digitalization of 
self-evaluation of performance anxiety and injury, online 
learning and community. The structure is as the fig 1:   
 

 
Fig 1. Structure of a telecare system for music 

performance health  
 

2. Designing an interactive learning system to prevent 
performance anxiety and injury 
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performing classrooms and the input terminal are in 
medical centers. And the signals are to be read and analyzed 
by the professionals. 

 

 
Fig 2. Interactive leaning system- prevention of 

performance injury and anxiety 
 
 
 Discussion 
 

It’s essential for every music performer to learn to deal 
with performance anxiety and prevent performance injury. 
According to IFPAM (International Foundation for 
Performing Arts Medicine), Performing Arts Medicine was 
not taken seriously until the last two decades. Currently the 
related courses are few in Taiwan and the access for 
consulting is not popular. Therefore, when such problem 
happens, only a few performers ask for help from the 
professionals. Some even turn to folk therapy. They are 
afraid of being tagged and choose to hide their problems, 
thus make their situation worse. Severe sufferers are even 
forced to give up their performing career. Even if they go to 
the doctors, they have difficulties to follow the healing 
process due to their insufficient time and tight schedule. 
Hence, a long-distance educational system of music 
performance health literacy, taking the advantage of the 
internet, can offer music performers an online learning way 
of self-care. 

Current websites of performing art medicine mainly 
provide information of conferences, periodical articles, 
courses, art performance, references, article issue, 
association connection, and on-line shopping. In the 
circumstances of lacking resources of on-line learning of 
performance anxiety and injury prevention, this system will 
enable performers to seek professional support and 
knowledge in the digital learning platform and provide 
performers with a digital way of self-learning and 
prevention. 
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Abstract: During the last years Internet has been 
changing the way people work as well as the way people 
work is changing the Internet. New communication 
paradigm, new tools, and new technology have grown-up 
driven by the users. The network is moving fast in the 
direction of a social network where people collaborate by 
sharing their knowledge and experience, their thoughts, 
their materials, their documents, their pictures and 
videos, their presentations, etc.. The leaders of this 
revolution are the basic concepts underlying the semantic 
web in which content plays the key role. Distributed and 
shared bookmarking systems, forum, wiki, blog, and push 
technologies such as feed are used rather then search 
engines so that browsing and searching are not any more 
the main activities that users perform on the web. In this 
new networked social working environment learning 
management systems too must be able to adapt their 
functionality and standards to the emerging ones. The 
learning process could strongly benefit of going outside of 
traditional learning environments and teaching materials 
must be considered in the terms of semantic web content. 
This is to be considered the road-map to the development 
of novel learning services in the actual social network 
scenario.

Introduction 
In the last years, the number of the Internet users has been 
growing fast. In the present situation in which new 
technology has made web applications more and more 
appealing and easy to use, users also are continuously 
evolving their network culture, thus their approach to the 
Internet and to the web contents, applications, and 
services is changing. In the actual scenario web surfers 
are customary visitors and they spend a long time over the 
Internet while performing several different activities for 
both their work and their fun. It is very common that 
people are gathering and consuming information over the 
Internet; also it is getting very common that people supply 

some information. In this respect two mainstreams are 
becoming the key to the future Internet society: social 
networking and knowledge sharing. Every one should 
keep into account these two aspects while designing 
Internet application and services.  

The shape of the information on the web also is changing. 
It is evolving from a “page-centered” configuration in 
which the documents and the content of the page are the 
most important things towards a relationship-centered 
observation of the pages in which the content is still 
important but linking also has a pre-eminent role. From a 
behavioural point of view, the approach of the users to the 
web is changing: it is kind of a social evolution attesting 
that a new degree of maturity has been reached by the 
people working and living in the net. They are moving 
from having a walk-on part to having a lead role. Such 
new protagonists can be easily identified looking at the 
communities of customers of the same service or e-shop, 
the “bloggers” whose number is increasing day by day, 
the communities of file sharing such as personal pictures 
or home made videos,  and so on.  

In the past years, thanks to the use of LMS, both learners 
and teachers have become more familiar with the use of 
ICTs and web technologies and in the field of e-learning 
too something is moving and learning services as well as 
teaching strategies are moving towards the use of a 
variety of new services. As it happens in e-business and e-
commerce, systemic changes induced by the emerging 
technologies are also changing e-learning and the 
relationships between learners and teachers, who makes 
lectures and who is attending. In this respect one can 
easily make a separation among formal e-learning and 
informal e-learning. Successful implementations of 
informal e-learning can be seen in self-teaching and 
lifelong learning processes made by one-self for his/her 
own desire of knowledge or for improving professional 
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skills. In the informal learning process, people 
spontaneously group them-selves in discussion boards 
where they can freely exchange information and they can 
benefit of each others’ experience. Most of the times, 
traditional Learning Management Systems are not ready 
to cope with such new needs and thus new services must 
be thought. E-learning environments must change their 
style and include new tools for promoting knowledge 
circulation and sharing and for guaranteeing a better level 
of communication among people, while hiding the 
supervision functionality of control over the users. The 
idea of integrating different systems with different 
functionalities pushes learning management systems in a 
new direction, for them to become open learning content 
management and sharing platforms. Interoperability is 
strongly needed as well as a bunch of common languages 
and standards, interfaces and bridges to other systems. 
Teaching strategy and methodology also must be dynamic 
especially when related to topics that are rapidly evolving 
(e.g., technological and scientific). References also are 
continuously changing as well as teaching materials that 
must be guaranteed to be up to date.  

After this short introduction dealing with the 
technological scenario, the paper is organized as follows. 
In the first section the difference between formal and 
informal learning will be quickly depicted. Then the case 
of lifelong learning activity is presented as a typical 
application of non formal learning concepts. Social 
constructivism is introduced as the didactical strategy to 
be implemented in the considered case of lifelong 
learning. Semantic web concepts are introduced as the 
humus in which the previously described concepts can be 
set. An overview of application and services aware with 
the semantic web and fully in line with the social 
networking ideas are listed, which could be the tools and 
technologies available in the next generation Learning 
Content Management Systems.  Conclusions follow.  

Formal and Informal Learning 
When working in an educational institution or when 
people are requested to show some degree or a certificate 
there is the need of following a formal learning path 
which may include lectures or distance education and a 
final examination. On the other hand, in every day’s life 
and in organisations, learning activity also may happen 
outside formal training programs. 

It can be interesting to be able to distinguish between 
what is part of a learning program and what is not. A 
categorization of different kind of learning is reported [1]. 
Formal learning includes the hierarchically structured 
school system that runs from primary school through the 
university and organized school-like programs created in 
business for technical and professional training. 
Informal learning describes a lifelong process whereby 
individuals acquire attitudes, values, skills and knowledge 
from daily experience and the educative influences and 
resources in his or her environment, from family and 
neighbours, from work and play, from the market place, 
the library and the mass media. 
Intentional learning is the process whereby an individual 
aims to learn something and goes about achieving that 
objective. 
Accidental learning happens when in everyday activities 
an individual learns something that he or she had not 
intended or expected. 

Lifelong learning 
Together with the shift towards this new model of 
knowledge proposed within the knowledge society, the 
continuous evolution of information and communication 
technologies as well as the fast varying conditions of 
work, personal skills and knowledge continuously need to 
be enhanced. The use of e-learning systems is also one of 
the strategic objectives of the EU/IST Work Programme, 
with the specific goal of "improving the efficiency and 
cost-effectiveness of learning, for individuals and 
organizations, independent of time, place and pace" [2]. 
In this respect, novel methodologies and techniques are 
needed as well as infrastructure and devices for this goal 
to be reached. Such an achievement can facilitate the 
sharing of knowledge between individuals and in 
organisations too.  

The basic idea in lifelong learning is that “Every time is 
the right time for learning something new”, a philosophy 
that has taken root in a whole host of different 
organizations. Lifelong learning is attitudinal; that one 
can and should be open to new ideas, decisions, skills or 
behaviours. In the actual scenario people are provided 
with ever seen before learning opportunities at all ages 
and in numerous contexts: at work, at home and through 
leisure activities too, not just through formal channels 
such as school and educational institutions. 
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Lifelong education is a form of pedagogy often 
accomplished through distance learning or e-learning, 
continuing education, home schooling or correspondence 
courses. It also includes postgraduate programs for those 
who want to improve their qualification, bring their skills 
up to date or retrain for a new line of work. Internal 
corporate training has similar goals, with the concept of 
lifelong learning used by organisations to promote a more 
dynamic employee base, better able to react in an agile 
manner to a rapidly changing climate. In later life, 
especially in retirement, continued learning takes diverse 
forms, crossing traditional academic bounds and 
including recreational activities. One of the reasons why 
lifelong education has become so important is the 
acceleration of scientific and technological progress. 
Despite the increased duration of primary, secondary and 
university education (14-18 years depending on the 
country), the knowledge and skills acquired there are 
usually not sufficient for a professional career spanning 
three or four decades [3]. In UK and elsewhere, the 
"University of the Third Age" (U3A) provides an example 
of the almost spontaneous emergence of autonomous 
learning groups accessing the expertise of their own 
members in the pursuit of knowledge and shared 
experience. No prior qualifications and no subsequent 
certificates feature in this approach to learning for its own 
sake and, as participants testify, engagement in this type 
of learning in later life can indeed 'prolong active life'. 

Social Constructivism 
Thanks to the increasing use of Learning Management 
Systems and technologies, relationships among students 
and teachers are changing and didactical strategies too are 
going in the direction of implementing the paradigm of 
the social constructivism [4]. According to the point of 
view of social constructivism the process of knowledge 
construction which is carried on by the students must be 
influenced and driven by the personal experience and 
attitude [5]; it is only marginally supervised by teachers 
and/or tutors and unpredictable exogenous factors play a 
key role. In such a scenario students and teachers are co-
protagonist in the learning process while people outside of 
the group (a classroom or a virtual classroom) can also 
participate to the knowledge construction by interacting 
and exchanging ideas and experiences in a virtuous social 
network system. Students and teachers when working 
together in an e-learning environment also participate of a 
social activity that involves other students, administrators, 

friends, and participants in various forms of activity. This 
takes into account the social nature of both the local 
processes in collaborative learning and in the discussion 
of wider social collaboration in a given subject. The 
language becomes the vehicle by which ideas are 
considered, shared and developed. The exchange and 
building of thoughts and ideas which takes place in the 
course of the interaction, conversation, activity and social 
context plays a fundamental role in the development of an 
individual [6] that is the concept at the basis of social 
constructivism.  Other researchers [7] have tried to find 
out whether the "mind" is located in the head or in social 
action. Their conclusion is that both perspectives should 
be used together, as they are both useful. In fact what is 
seen from one perspective as the reasoning of a collection 
of individuals mutually adapting to each other's actions 
can be seen in another as the norms and practices of a 
classroom community [8]. We can exploit the social-
networking capabilities to this aim.  
Some research show how the metaphors of “acquisition” 
and “participation” of learning interrelate and interact in 
synergistic ways [9]. In some examples, the social entity 
as a learner (consider a football team, a business or a 
family), is compared with the learning of an individual in 
a social setting, and three main types of relations are 
identified: individual learning can be less or more 
socially-mediated learning; individuals can participate in 
the learning of a collective, sometimes with what is 
learned distributed throughout the collective more than in 
the mind of any one individual; individuals and social 
aspects of learning in both of these senses can interact 
over time to strengthen one another in a “reciprocal spiral 
relationship”.   

Teaching strategies based on the social constructivism 
paradigm include teaching in contexts that might be 
personally meaningful to students, negotiating taken-as-
shared meanings with students, class discussion, small-
group collaboration, and valuing meaningful activity over 
correct answers [10]. In such teaching strategies 
motivation is considered to be a significant fact for 
learning: learners are motivated by rewards provided by 
the knowledge community; anyway, due to the fact that 
knowledge is constructed actively by the learner, learning 
depends on the learner's internal drive to promote the 
learning process itself. Results can be appreciated through 
the observation of the construction process of the wide 
community of intellectual publishers: liberal quoting of 
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each other's ideas, combining, arguing, extending and 
recombining them in order to construct our social and 
cultural understanding of thought, understanding and 
ultimately human nature.  
Viewed in this way, teaching becomes the establishment 
and maintenance of a language and a means of 
communication between the teacher and students, as well 
as between students. Simply presenting material, giving 
out problems, and accepting answers back is not a refined 
enough process of communication for efficient learning. 

Semantic web 
The present and future standard for the web are depicted 
in the semantic web specifications released by the w3 
consortium. According to the w3c, “the Semantic Web is 
a web of data”. Semantic web specifications are aimed to 
provide common formats for integration and combination 
of data drawn from diverse sources, and to find a 
language for recording how the data relates to real world 
objects. The Semantic Web provides a common 
framework that allows data to be shared and reused across 
application, enterprise, and community boundaries. It is a 
collaborative effort led by W3C with participation from a 
large number of researchers and industrial partners [11]. It 
is based on the Resource Description Framework (RDF) 
[12] and on the use of specific ontology outlined in the 
Web Ontology Language (OWL) [13]. 
Given the actual trends of growth of the semantic web 
(both in content and applications) it can be considered 
that a certain level of maturity has been reached and the 
web is a real Distributed Knowledge Repository and it is 
rapidly evolving in the direction of a truly Distributed 
Knowledge Management System. Much effort is also 
requested to contributors in clustering and categorizing 
their works so that indexing can be made easy and can 
also be automated. Moreover, so much information needs 
efficient systems for it to be retrieved and circulated.   
In particular it appears to be interesting the use of 
metadata search engine for knowledge management in 
learning communities [14, 15]. 
A semantic web based learning management system 
should act as a collector of information for a group of 
users that have the common task of acquiring some 
specific knowledge or skills; also it should provide 
facilities for communication and information exchange 
within the above community as well as between different 
communities; it should employ the Semantic Web 

technology for advanced communication and information 
exchange facilities 

Application and services 
The way web surfers go and find whatever they are 
looking for over the Internet has been changing together 
with the network itself while it has been evolving towards 
a multi-user shared knowledge management environment. 
The old fashioned “bookmark” is almost unused and it 
has given way to the more profitable, flexible, and 
portable on-line bookmark while social bookmarking 
services are growing more and more. Users do not save 
links to their favourite sites and web pages on their PC or 
laptop or PDA but they store their personal bookmarks 
somewhere on the web, in a personal space, so that they 
can retrieve them anytime, anywhere, even when they do 
not have access to their own devices. Personal web space 
is not any more a private room but information inside it 
can be shared with other people on the web by registering 
to specific social bookmarking services whose aim is 
circulating information, knowledge, and relationships 
among people with common interests. 
Nowadays the web is the first place to look at, when 
seeking some information about something. Maybe 
someone somewhere has already had our same problem 
and maybe he/she has already found the way to solve that 
problem. Even when the problem is learning something 
new, the web (more than a library) is the fastest possible 
source for having some information (at least some 
preliminary information) about a topic of interest.  
When learning activity is performed on the web by means 
of e-learning systems and techniques using web resources 
appears natural and in many cases it is encouraged to 
make it become part of the teaching/learning activity 
carried on by the students and teachers within a virtual 
classroom.  
The habit to the use of the web shows its influence when 
preparing teaching materials too. A rich bibliography is at 
the basis, and then a selection of web sites too is 
presented as support to the learning process with the aim 
of being the up to date state of the art in that topic. Should 
some change in the state of the art occur, both minor 
modifications or new significant knowledge has been 
acquired in the meantime, a book can have  a second 
edition printed in a couple of weeks while the web 
resource is immediately modified and the web reference 
can still remain the same.  
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Having a selection of web pages that you may want to 
visit at a fixed time-interval (daily, weekly or monthly, to 
check for update or for the presence of new contents) can 
take a very long time. The time spent for reading all the 
pages in a given list can be even longer if you consider 
that a time is needed for “context switching” when 
jumping from one page to another one, with different 
contents, colours, styles and layout. Searching and 
browsing and checking for updates are time consuming 
jobs and the use of feed can help in this. By using 
Syndication services it is possible to have the news we are 
interested in redirected to our PC, in a specific desktop 
application. All the information sources selected can be 
aggregated into one only container showing all of them in 
a single page sorted by topic or author or date in a clear, 
text-centred representation. 

Keywords for the change to take place are feed, blogging, 
social bookmarking, wiki, knowledge sharing, on-line 
collaboration. Some implementations already exist and 
have been developed [16] based on the use of RSS and 
this is a first step towards the integration of the world 
outside into e-learning platforms and systems. 

RSS is acronym for Really Simple Syndication and 
indeed it is a format for syndicating news and the content 
of news-like sites or personal weblogs. Yet it can be used 
for a variety of applications since it just works when some 
change occurs on a web page (e.g., the "recent changes" 
page of a wiki, a changelog of CVS check-ins, a new post 
on a personal weblog). When an RSS feed is claimed, 
then an RSS-aware program can show that change has 
happened. Typical applications are called news 
aggregators or more in general feed aggregators. Such a 
program can help people to keep up to date with all their 
favourite information sources [17]. 

Blog (blend of the words web and log, Web log) is an 
easy to use web publication tool, based on the architecture 
of a Content Management System. [18]. In a few words a 
blog is just a user-generated website where entries are 
made in journal style and displayed in a reverse 
chronological order. Moreover blogs give readers the 
possibility of commenting blog entries. A typical blog 
combines text, images, and links to other blogs, web 
pages, and other media related to its topic. One of the 
reasons of the great success of blogs is the possibility for 

readers to leave comments in an interactive format so that 
they become part of a wider network of social media. 

Social bookmarking is not a new idea but it is getting 
very popular now. The Social bookmarking sites are just 
places to store, classify, share and search links with other 
people on the web. 

Wiki is in Ward's original description: “The simplest 
online database that could possibly work”. Wiki is a piece 
of server software that allows users to freely create and 
edit Web page content using any Web browser. Wiki 
supports hyperlinks and has simple text syntax for 
creating new pages and cross-links between internal pages 
on the fly. The use of wiki is unusual among group 
communication mechanisms in that it allows the 
organization of contributions to be edited in addition to 
the content itself. Like many simple concepts, "open 
editing" has some profound and subtle effects on Wiki 
usage. Allowing everyday users to create and edit any 
page in a Web site is exciting in that it encourages 
democratic use of the Web and promotes content 
composition by non-technical users [19]. 

Conclusions 
Guidelines can be outlined based on the observation of 
how lifelong learners manage their knowledge and the 
available web tools and applications. Free and 
unconstrained learning is not applicable in the framework 
of educational institutions, yet it can give good ideas to 
depict the road map for the design and development of 
next generation learning management systems.  
Future development can consider the integration of 
podcasting and audio/video streaming instead of 
traditional text based documents for passing information 
and the use of social connection within the whole 
learning/teaching process. Workgroups and discussion 
boards such as forums are not enough any more for 
people has developed new social networking ability. 
Knowledge sharing and the collaborative knowledge 
construction are the key points and they can be achieved 
by means of already available technologies.   
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Abstract Recently, we have developed a Personalized
Health Promotion Weight Management System (PHPWMS).
This system is intended to coordinate -learning website

in Taiwan. The system provides electronic nutritional knowledge,
on-line food exchange database access and the ability to record
daily energy intake to the individuals who want to lose weight.
Individuals can easily understand the relationship between
dietary planning, exercise, and weight control through
PHPWMS. We expect that overweight individuals can have a
healthy dietary intake and lifestyle through this personalized
weight management system, and gradually lose weight
successfully and safely.

Keywords - Personalized; health promotion, weight-
management;
e-learning

I. INTRODUCTION

Along with the growing world economy, many countries
tend to experience increasing chronic diseases in younger
populations, and found obesity as an important index of many
of these diseases [1]. Therefore, educating people to adhere to
an adequate and balanced diet as set forth in the dietary guide
is important to promoting national health. Furthermore,
personal computers are becoming more widely used in the
general population, and therefore an electronic personalized
health promotion weight management program will be an
effective way to help people get information for a healthy diet
and promote good weight management. Since 1993, the MOE
of Taiwan has constructed six e-learning websites, including
life, health, nature, science, arts, and history to promote high
quality digital learning content. PHPWMS belongs to the
health category of the six e-learning websites (as shown in
Figure 1).

Research has shown that nutrition, lifestyle and exercise
can be successful keys to losing weight [3, 4]. Diet and
lifestyle are risk factors in obesity and will influence the
results of a weight-management program [5]. Changes in
dietary habits will be an efficient way to lose weight [6].

Therefore, by providing personalized information rather than
neutral messages, the user will benefit by keeping with the
weight-management plan and consequently have better results
in the program as a whole [7]. The weight-loss E-learning
program, through integration with courses at various junior
high schools, has shown good results [8, 9]. However,
regaining weight after the regimen is a significant problem
after weight loss, so it is necessary to monitor the weight
maintenance to see the efficacy of weight-loss e-learning
program.

The purpose of this study is to develop a personalized
health promotion weight management system by providing
electronic nutrition learning lectures, creating a graphical food
exchange database, and an online calorie calculating function.
Furthermore, the system intends to help the user to establish
accurate weight-loss concepts and to gain good dietary
behavior to achieve their weight-loss goal and prevent the
reoccurrence of weight-gain.

.

II. METHOD

E-learning
network
plan of
MOE

HealthArt

PHPWMS

Figure 1. The six e-learning website as promoted
by the Ministry of Education in Taiwan.
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We proposed the following strategies to enhance the
personalized health promotion and weight management
functions.

A. Establish the personal database

1)The recommendation of personal dietary intake
Weight-management members should enter their personal
information, including gender, height, weight and physical
activity into the database. The PHPWMS will calculate the
individual s ideal body weight and recommended daily energy
intake according to the dietary reference intakes (DRIs) of
DOH in Taiwan. In addition, the personal DRIs can be used as
a reference to create a weight-management plan.

2) Personal diet and exercise record
According to the food exchange table, PHPWMS

classifier food into six categories including: grains; fish, beans,
and eggs; dairy products; vegetables; fruits; and oils, sugars
and salts. The image of seventy-three common food was
presented on the personal recording system with the unit per
exchange (e.g. one exchange unit of milk is one 240mL bottle
of milk). In the recording process, the weight-management
member was guided step by step to accurately record the food
intake. This process can further help weight-management
individual to understand the relationship between food and
energy (Figure 2). Once the individual understands the
concept of food exchange units and their consequences in the
recording process, it will be helpful for the weight-
management member in dietary self-management in the future.
Moreover, in reference to the recommended daily food guide,
weight-management members can arrange their personal
menus by the online food recording system.

Beside the dietary control, exercise is another way to help
lose weight. PHPWMS divides activity into five categories
based on the exercise pyramid. There are fifty four exercise
regimens in the exercise database. The weight-management
member can calculate the energy expended during exercise by
inputting activity types, exercise durations and the heart rate.
This function is very helpful for weight-management member
to get enough exercise (Figure 3).

3) Set the personal weight-loss goal
Rapid weight-loss is not healthy. The better weight-loss

rate is reducing 500-1000
kilocalorie daily or 0.5-1kg per week. However, personal
cooperation and compliance are the determining factors. After
setting the weight-loss goal, PHPWMS will calculate the
recommended daily dietary intake and exercise. Though diet
control and exercise are healthy ways to lose weight, the
effects of the weight-loss regimen will not be prominent at
first. Thus, PHPWMS provides flexibility for the weight-
controller function to adjust the prearranged weight-loss rate
to reduce the discomfort and to prevent loss of heart from the
patients.

4)Customized Exercise Selection
Depending on eleven different physiological and health

conditions, PHPWMS can provide the appropriate exercise list

in order to avoid injury from the exercises.

Figure 2. By selecting food type and inputting the food
exchange, PHPWMS can show the energy contained by
food.

Figure 3. PHPWMS can calculate the energy consumed
by exercise.

5) Establishing the Personal Weight-Management Database
PHPWMS also provides weight-management curves

using available weight data. This helps to establish
observations of long-term patterns in the subject. PHPWMS
provides a drawing function to produce weight-variance
curves such as body mass index (BMI) curves and waist to hip
ratio curves to monitor the weight-loss progress.

B The user-oriented interface

1) Really Simple Syndication (RSS): PHPWMS consist of
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the RSS function to provide news, discussion message and a
few weight-control electronic courses to the subscribed
members. Because of its ease of use, RSS can remind the
weight-controller to record the daily weight-control data.

2) Message Board: The message board is designed for
weight-management members to easily leave personal
questions or messages to their Health Promotion managers. It
can reduce the frustration during the weight-loss period and
such group support is critical for the ensuring the success of
the weight-management plan. For educational purposes, the
Health Promotion managers can use the message board to
share weight-management teaching experiences with others.

3) Online Availability of the Electronic Course: The
convenience of having the weight-management courses
available online for the weight-management member will
significantly increase the cooperation of the subject. This
convenience is further compounded by having the courses in
popular formats such as MS Word, Flash, or graphical
documents.

4) PHPWMS Customization for Various Demographic
Groups: For example, in the version, the simple
concept of a balanced diet can be taught through many
interesting games. In the student version, the importance of
exercise can be emphasized through demonstrations about
exercising in a healthy lifestyle. Interactions with parents are
also included in this version to encourage the weight-
management plan application in the entire household. In the
general population version, a large quantity of knowledge
about health and cooking skill are contained.

5) Evaluation and Ranking Boards: The evaluation and
ranking board are designed for members to score their
knowledge of health promotion and weight control in order to
evaluate its usefulness in weight-management. The feedback
will be a reference for dietitians to improve PHPWMS and to
select a more comfortable personalized weight-management
plan in the future.

III. DISCUSSION

1. According to the tenants of the daily diet guide, it s
proper to have balanced food kinds in one day . It is very
convenient for individuals to get a reference to next meal by
the food record, so individuals can perform adequate weight
management through using PHPWMS.

2. The system focuses on the total energy intake in order
to implement the weight control plan. However, for the middle-
aged adult with a chronic disease, the regulation of specific
nutrients such as cholesterol and sodium should be emphasized.
In the future, we can integrate the Taiwan Food composition
nutrient database to the system. There are twenty four
nutrients of each food in this database. Therefore we can not
only monitor the intake of total energy but also the specific
nutrients for each individual. This will be helpful for a dietitian
to provide suggestions as early as possible to those who would

take extreme weight-loss plans while consuming only specific
foods. Furthermore, we can set up the personal drug database
in the PHPWMS to be a clinical nutrition consult assistant
system.

3. Although obesity is prevalent in modern societies,
malnutrition especially in the more-elderly populations is
also a chronic problem that needs to be addressed. PHPWMS
can also be employed to insure that these individuals obtain a
well-balanced diet. This adaptation will utilize the

various food items that can then be compared to the dietary
guide.

4. In regards to the diverse characteristics of various food
groups, PHPWMS has a few new functions. Other than merely
selecting the food item and exchange, PHPWMS has the ability
to monitor the energy consumed. The regulation of

will be in place by 1st January
2008. This will ensure that packaged foods will provide
nutrition labeling- including contents of energy, proteins, fats,
carbohydrates and salts presented at a conspicuous place on the
outer package or container of the product. Due to the
prevalence of eating outside the home, this regulation will
protect consumer by guaranteeing the right to know their diets
and will be convenient for the weight-management controllers
to record energy consumption. Moreover, we hope the
government will promote the labeling of nutrients at restaurants
in the future. That will not only help individuals to do weight
management, but also stimulate restaurants to provide a healthy
diet choice.

IV. CONCLUSION

PHPWMS is a system that effectively integrates weight-
management members and health promotion managers using
an electronic interface (Figure 4).

Figure 4. PHPWMS is an integrated system to connect
among the dietitian, weight-management member and
electronic interface.

The PHPWMS consists of the following components:

RSS

Weight-management
member

Weight-loss plan
& suggestionDiet and

exercise
record

Evaluation &
Ranking board

Electronic interface Health Promotion
manager

Message
board

Course
download

PHPWMS
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Providing accurate electronic weight-management
knowledge by a professional dietitian.
Diet and exercise recording databases to help individuals
to understand food exchange skills, change their dietary
behaviors, reduce weight gain and to eventually lose
weight successfully.
Message board and evaluation functions are used to
provide feedback to the dietitian in order to improve the
weight-management system.

We expect to develop PHPWMS as a personal digital
assistant in the future to enhance the health self-management
of individual to increase their personal quality of life.
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In this paper we present our experience in integrating a in-house e-learning system into a Virtual community 
system that support the activities of a Faculty, not only from the didactical point of view, but also from a 
“information system” perspective. This experience involved designing, implementing and maintaining a 
totally new system, the “Online Communities” project. Although many LMSs exist on the market, also free, 
there are many reasons that lead us to rewrite from scratch it on totally new foundations. In late 2003, the old 
LMS has been replaced by a new one based on a different approach, specifically a Virtual Community 
System (VCS) called “Online Communities”. The new concepts implemented into the system help a 
traditional Academic institution to change the interaction paradigm with its users, from an approach based on 
“physical” relationships to one based on virtualization - as far as possible - of these relationships. This 
virtualization has been created through the mediation of ICTs, and in particular with the help of a virtual 
community system oriented not only to the typical e-learning aspects, but extended to all possible 
communication forms among the different actors that play a role in the academic community. More 
specifically, the system integrates the traditional e-learning services with the ordinary functions offered by an 
information system, like managing core-business transactions, checking access to the system, supporting 
decisions, reporting  etc. 

Introduction 
Learning management systems (LMS) [A'herran 
2001], [Hall 2001], [McMahon & Luca 2001], 
[Hanna et al 2000] are software applications, 
normally based on Web technologies, used to 
plan, create, and possibly assess the learning 
processes of an educational institution. Typically, 
teachers find in a LMS a set of functions to create 
and deliver content, monitor student participation, 
and assess their performance. To students, a LMS 
can provide with the possibility to download, see 
and use the educational material, to use 
interactive tools such as discussion forums, chat, 
video conferencing etc. LMS are therefore full-
featured systems, normally complex to use, but 
rarely they adapt to the specific needs of a 
Faculty, due to their general mechanism of 
managing specific issues.  
For this reason, personalization is usually a 
difficult and costly task, due to the lack of 
personalization tools or to the complexity of the 
system to be personalized. Moreover, a lot of 
information present in a LMS are extremely 
useful for administrative tasks: for example, 
functions required to teachers that could be easily 
performed in a centralized way by the dean’s 
secretariat, or reports (normally managed by 
secretaries) derived directly by the daily teachers’ 
activities. Many other bureaucratic-specific 
activities, like the drawing up of the exams 
offered by the Faculty, have significant influences 
on the rest of the didactics, because the 
assignment of a teacher to a course will derive 
directly from this list. Also the relationship 
students-administrative offices could be 
facilitated, for example for the verification of 
exams, program of studies, plan of the lessons etc.
In the late ‘90s, the Faculty of Economics of the 
University of Trento decided to set up a Learning 
Management System (LMS) to be used for 

educational activities in a blended modality. One of 
the crucial starting points was, as many others around 
the world, the “make or buy” decision, a typical 
dilemma for those who are in front of a new project 
that will intensively use software products and that 
have internal potential to build it on their own. The 
paper presents our experience in going in two 
different directions, respect to the mainstream that 
most of educational institutions follow today. First, 
we decided to replace the LMS approach, typically 
based on the concept of “course”, with a highly 
pervasive “information system” approach. On top of 
this idea, we based our design on a more 
“community” vision of the educational institution, 
seen like a set of Virtual Communities of many 
different users with different roles inside different 
communities [Parchoma, G. 2005], all based on a 
broader idea on “information management system”, 
rather then “Learning management system”. Second, 
we decided to “Make” the system starting from an 
existing LMS we already built. The availability of 
the source code of our system was not the only 
reason we decided to “make” it. Due to the concept 
of “virtual communities” we wanted to implement, 
and due to the fact that we strongly believe in a deep 
connection among learning/teaching activities, 
community activities and Faculty/Campus 
Information Systems, we were not able to find 
satisfying systems around the Free/Off-the-shelf 
markets.  
Both of them sound a little bit like “swimming 
against the stream” of a generalized choice in 
academic institutions. We believe that the e-services 
offered to users are one of the main factors that could 
distinguish educational institutions and their 
formative offer, and having a personalized, open-
source, internally developed solution is a crucial 
competitive factor. In our opinion, the quality of an 
academic institution is strongly related to the quality 
of its educational processes. These, in turn, are based 
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on the complex relationship between professional 
competencies of researchers/teachers and used 
teaching methods. In the good and in the bad, the 
real processes occurring in an academic 
institution are based on the quality of this 
relationship.  
Studying in a high-quality educational institution 
means to learn from an intellectual environment 
where the knowledge transfer (education) and 
creation (research) are interwoven, perceptible 
and “internalizable” by students. In marketing 
terminology, this could be considered as the 
“brand” of an academic institution. If we aspire to 
be seen as an educational institution with a high-
quality teaching, we better try to reify our best 
practises into software processes and systems, 
instead of importing standard, pre-digested, 
homologated educational processes determined by 
software products that will be used by thousands 
of other institutions.  
In this paper, we will try to justify why the shift 
from the traditional paradigms included in a LMS 
towards a Virtual Community system makes a 
learning environment more profitable and 
performant for its users, like our experience is 
demonstrating. We believe there are many 
interesting aspects following this paradigm shift 
we are presenting. We will concentrate on two 
elements. First, we will discuss the extension of 
the traditional e-learning approach towards a 
concept of virtual community. Here we include 
issues related not only to educational aspects, but 
also to the solution of the multitude of 
communication and interaction problems that 
users have while interacting with the academic 
institution. A second aspect regards the approach 
used in the design, construction and evaluation of 
the system. The project has been structured and 
implemented under the steady supervision of end-
users, i.e. the actors of the system.  

1. Constructing a Learning Management 
System 

The first experience in using ICTs in 
learning context for our University was done late 
in 1999 by the Faculty of Economics, developing 
a software system call “Online-courses” [Colazzo 
et al., 2002]. The first version of the system was 
based on some assumptions of the authors that the 
following successful experimentations 
demonstrated to be valid.  
1) User-centred design. The system is built with 

and around users’ requirements, using agile and 
evolutionary prototyping software techniques. 
The software developing cycle and its 
architectural implications are derived from the 
needs of the actors involved in the process. We 
spent many hours and many resources in going 
around teachers’ rooms and students’ classes, to 
look at the needs and the usage people did of 
the system. The system, therefore, was not a 
software architect’s conception; it has been 
substantially driven by users’ suggestions.  

2) Teaching methods vary depending on the 
disciplinary domain of the courses and on the 
specific user’s preferences. In our opinion, a 
software system should not overwhelm the way 
people act by simplifying a complex relationship 
like the training process.  

3) The usage of a LMS should not be mandatory. In a 
real situation, there are people not attracted by e-
learning technologies, and that will therefore avoid 
using the system. These subjects could not be 
labelled as “bad teachers”.  

4) Every constraint on the nature/type of learning 
objects used inside the system is needlessly 
restrictive and counter-productive. This does not 
mean that learning objects built using standards 
(like SCORM) are not usable in the system, but we 
cannot imagine that this is a necessary condition. 
Imposing such condition means to move users 
away.  

5) There must be no filters between a teacher and 
his/her students. A teacher should not need for an 
“intermediary” in order to interact with his/her 
students through ICTs. This “welfare” teaching 
model, where an intermediary helps teachers to 
produce educational material has failed in our 
University as probably in others. In our opinion, 
the reason is very simple and has many reasons. 
First, there is no enough time and money to pay 
huge numbers of experts that help all the teachers 
in a Faculty, and it is not possible to find few 
people so prepared to be able to help teachers in 
domains that range from fuzzy logic to labour 
psychology, from telecommunication to economic 
geography (just to cite some areas in our Faculty). 
Second, it is impossible to find an expert in the 
field of the teacher able to comprehend and 
transmit the topic like the teacher herself. Third, 
every teacher is able to teach with her own 
method, and will probably have problems in 
recognizing herself in something produced by 
others. Probably this is the reason why many of us 
look at learning objects produced by other 
colleagues, but in the end we produce their own 
teaching material, because of their need to “feel” it 
as a personal opera, customized on own needs. 
Based on this assumption, the software should 
behave like an amplifier of the communication 
space between teachers, students, tutors, and 
assistants. It will happen for sure that some 
colleagues will use the system under its 
capabilities, but this is largely better than nothing 
(and it’s explicitly allowed, see point 3). We are 
aware that these ontological prejudices are 
arguable [Herrington et al., 2005]; in fact, they do 
not coincide with those of many other software 
implementations, but our experience presented in 
this paper has verified them all as being successful 
starting points. 

The system, named “Online Courses”, started its 
services in late 1999. It was a traditional Learning 
management system built around the concept of 
“course. The majority of its functions were devoted 
to the two main actors of every educational process, 
i.e., the student and the teacher. In fig. 1 the central 
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classes of the system with their relationships are 
show in UML notation 

Figure 1 Core classes in “Online Courses”  

The functionalities were all included in the 
services available inside one course. The most 
important services were the following:  
• Synchronous services: chat, remote 

application control, videoconferencing, FTP 
• Asynchronous services: bulletin board, 

forum, mail 
• Informative services: contact information, 

course program, course organizative 
information, timetable, recommended books, 
bibliography, exam modalities, course 
syllabus 

• upload /download services 
This system has been mainly used by the Faculty 
of Economics, but during these years it has been 
extended to courses of other Faculties, with the 
cited approach “help yourself if you like it”. In 
table 1, the main highlights of this experience are 
listed  
Online courses present since 1999 
Online courses activated 2004/05 
People enrolled in the system  
Number of total qualified hits 
since the full operational activity 
of the system (2001-2004) 

670
218

11.939

1.273.333

Table 1: summary of “online courses” usage 

2. Moving towards a Virtual Community 
System
The successful experience of the system “Online 
Courses” showed a number of questions that 
stimulated us towards new approaches. The first 
issue regarded the systemic nature of a learning 
system. If we use such a software system in order 
to improve the training processes of an 
educational institution, we can observe that this 
system is strictly connected with other sub-
systems of the general information system of the 
institution itself. An obvious relationship is with 
the students’ secretariat, where typically we have 
all data regarding students’ careers, financial 
information regards fees, exams, etc.  
Another trivial relationship regards the 
information system that helps the Dean and her 
staff to manage their activities, from simple to 
complex decisions (timetable, course 
assignments, exam and bachelor commissions, 
study plan formulation, lists of courses offered 
etc.). This second option clearly regards the 
governance of academic institutions, and 
specifically didactic activities. An effective 
system for managing teaching activities mainly 
needs data streams from outside the institution, 
but at the same time needs to be feed with a 
variety of information from its internal 
educational processes.  

The possibility of having this information is 
intrinsically connected to the availability of some 
form of computerized learning management system. 
Without a computer-mediated communication 
universe, it’s hard to extract data from the 
phenomenon going on in the field: the only 
possibilities are to extract some of them (not all of 
them) from the records of the students’ secretary or 
from questionnaire, and this means to have a relevant 
delay in the availability of the information. Besides, 
decisions involving process changes (for example, 
course assignments, study plans etc.) are assumed 
corporately in different discussion tables (Degree 
course council, Faculty council, Campus-wide 
council). Most of the ordinary activities are 
articulated in diffused and capillary discussion 
moments, that sometimes overpass the official 
schema and meetings: are we really sure that we, the 
teachers, are “teaching” in a proper sense only when 
we are in the classroom? [Chang 2003] [Michailidou 
2002] [Ma 1999] Under this perspective, the abstract 
concept of “course”, around which many LMSs are 
built, seems to be an unnatural restriction. 

Two of the most relevant problems in the 
university education are the drop-out rate and, on the 
other side, the prosecution of studies beyond the 
terms. Usually, the reasons behind these 
phenomenons are only partially known, and most of 
the times involve subjective motivations. Students 
leaving the studies should be considered as a defeat 
for the educational model of an academic institution. 
A greater attention given to students with difficulties 
could decrease the phenomenon, but also in this case, 
every possible intervention will be useless or 
inappropriate if not supported by data from the 
information system. Finally, Italian academic 
institutions slowly start to comprehend the 
advantages of maintaining relationship channels with 
their own ex-students. The more evident advantages 
regard the possibility of creating a sort of “fidelity 
program” with the past students, in such a way that 
they can find chances for post-lauream professional 
studies. This is an interesting possibility also from a 
business perspective, and a way to provide 
Universities with a deeper territory and market 
relationship. For academic institutions, this is a 
necessity that can face the growing request of high-
level education, generated by productive processes of 
companies that are involved in frequently changing 
scenarios, where personnel’s competences and skills 
are crucial for successful activities. Electronic 
communication is a good candidate for these kinds of 
services that Universities could supply to the 
business world, also through their own past students. 

In conclusion, the necessity of combining the 
systemic nature of a learning system with the 
collective nature of decision-making processes in an 
academic institution, and the necessity to supply 
technological tools to extend educational institutions’ 
policies, led us to reconsider the nature and the 
intrinsic architecture of the Learning Management 
System used by our Faculty. As the foundation of 
this process of revision of the general architecture of 
the system, we set the idea of “virtual community” as 
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the cornerstone of the system. For a review of the 
most recent experiences in Online/Virtual 
communities, see [Havelock, 2004] 

3. The Virtual Community system (VCS) 
“Online Communities” 

In the history of the sociological thought, the label 
"community" has been used in different ways, to 
point out a variety of social phenomenons. 
Nevertheless, right in the difficulty found for the 
definition of the concept of "community", we find 
the first aspect that unifies the “real” and the 
“virtual" concepts . Usually, in the sociological 
literature, the concept of «community» is 
considered in relationship with the concept of 
«society», and the separation line of the two 
social structures is marked by the degrees of 
freedom of the individuals. In fact, in a 
community it is possible to observe a greater 
quantity of ties (for intensity and extension) than
in a society. In return, individuals get cohesion, 
safety and solidarity. Virtual communities 
[Beamish 1995], [Jones 1995, 1997], [Lévy 1994, 
1995] [Rheingold 1993], [Turkle 1995], are 
something else respect to the concept of 
community as in the classics. Their use in a 
formative environment is further different. For 
example, the absence of anonymity, a typical 
aspect of these communication spaces, produces 
substantial effects on the dynamics of virtual 
relations. These aspects will not be further 
discussed, but it’s important for us to stress that 
the software was built in order to virtualize real 
processes that happen in real communities. The 
traditional model implemented inside LMS (like 
“Online Courses” itself) demonstrated some 
limitations and contradictions. The majority of 
these systems, in fact, assign fixed roles to 
subjects participating to educational processes.  
These roles are normally included in a vision of 
the training process that we could define 
“transfer” model: the teacher (and to a lesser 
extend, the tutor) owns the knowledge, and this is 
transferred to students via a sequence of lectures. 
The student learns from references or books while 
guided by the teacher’s lecture. For courses where 
the “learning by doing” is important, the course is 
joined with some lab activities, but the overall 
model remains the same.
This model, once reified in the software, 
represents a crystallisation of the original model, 
only apparently more participatory (students have 
to do some actions in the virtual), but 
substantially it enforces the power of one side 
(teachers, in fact, can use the software with higher 
privileges than students). Consequently, many 
non-traditional learning and teaching approaches 
(like Problem based learning, Cooperative 
learning, Learning by projects, etc. ), instead of 
being facilitated, are obstructed by the software 
itself. Moreover, if we consider technical courses,
where more practical skills must be acquired and 
demonstrated, very often students have to develop 
a project. This could be an individual work, but 

more frequently it is a joint effort among students of 
a group. It would be more productive to let students 
work together also using cooperative tools that allow 
them to interact among themselves and with teachers 
/ tutors, but this kind of collaboration “freedom” 
(with all the administrative problems behind the 
scenes) is very often extraneous to a typical e-
learning system, like our old “Online Courses”. 
“Online Courses” got immediately the appreciation 
of two classes of students: working-students (in our 
Faculty, approximately 50%) and students living 
outside our town. Students belonging to these two 
categories are those that most frequently leave the 
study degree, and after the release of the system we 
recorded a decrease of this drop-out effect, though 
there is no clear evidence about this relation. 
In order to intervene on these situations, we could 
proceed in two directions. The first consists of 
creating an alerting application available for the 
students’ secretary. When the student is at a crisis in 
his/her career, the frequency to the exams decreases 
like (very often) the results in the exams. It would 
not be difficult to highlight these situations and to 
point out them to university / faculty authorities, thus 
avoiding that this important information stays hidden 
into administrative meanders. Nevertheless, this way 
of acting highlights the problem when it’s too late, 
when the student’s problems have already produced 
their effects.  
A second solution could be easily implemented using 
electronic communication, by creating direct 
communication mechanisms between students and 
teachers, thus avoiding delays and further difficulties 
for the students. Probably both of the solutions must 
work together, but what is clear to us was that the 
limited nature of the “course” concept was not 
suitable for this scope. Similarly, another typical 
problem of academic institutions regards the ability 
to intercept the request for lifelong learning that is 
rising from the market. This request could find 
adequate responses in computer-mediated 
communication, but in order to do this, universities 
must activate stable, affordable and effective 
communication channels with the outside world. One 
of these sources of information could be immediately 
available: direct relationship with its ex-students. In 
the italian tradition, this communication channel has 
been used seldomly, or has been interpreted in the 
wrong way (recreation, ceremony, bureaucracy etc.). 
In other countries, the relationship between students 
and their university is managed through the 
associations of ex-students, and this channel is not 
only an informative pipe, but also an economic 
flywheel. 
We saw that normally this relationship is maintained 
within the first years after the bachelor, and that 
normally this is a relationship with the professor that 
supervised the student’s thesis. The virtual space 
created between the student and the supervisor 
should enter totally in a learning system context, but 
normally an LMS avoid past students to use the 
system, once they got their bachelor. The creation of 
a virtual communication space between those that are 
studying and working now inside an educational 
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institution, and those who have worked and 
studied inside the same institution, and that are 
now employed in the productive business can 
represent a non-trivial advantage for lifelong 
learning programs. Nevertheless, also in this case 
the traditional “course” approaches and spaces are 
evidently inadequate. 
These are only some examples for representing 
our decision to shift towards a more flexible, 
structured, wide definition of a communication 
space between people acting inside an educational 
institution going beyond the limitations of the 
approach based on the idea of “course”. In fig. 2 
we quickly sketch the central part of the schema 
adopted for the realization of “Online 
Communities”: at present, the system is based on 
more than 300 classes, but all the main concepts 
are managed around these concepts:  People; 
Role; Community; Right; Duty and Permissions. 
Online Communities is exited from the 
experimentation phase in June 2005, after a long 
test phase and now is used in extensive way at the 
Faculty of Economics (an average of about 1.000 
unique accesses per day). We summarize its main 
characteristics: 
- better, clearer, easier roles/duties/rights 

management thanks to the creation of a 
community container, with people enrolled in 
the community with specific roles, duties and 
rights 

- decentralized administration to the responsible 
of the community, that can in turn create other 
communities in which deciding the permission 
mechanism for their users. 

- possibility of managing people having different 
roles in different communities 

- further complexity in managing relationships 
among communities, instead of being limited 
with a “degree-course” two level taxonomy. For 
example, traversing hierarchies as in the case of 
teachers that have people in their courses from 
different faculties or institutions, or adding 
intermediate level of hierarchies also when a 
hierarchy has been created.  

- possibility of creating communities between 
persons not related with educational activities 
(like secretaries, research groups, students’ 
associations, recreation groups, post-lauream 
associations, etc.) with specific permissions on 
the community. 

- extensibility of the hierarchy and the 
relationships between communities to whatever 
level and degree of complexity we desire 

- extensibility of the system to new services that 
are instantly activated to the respective 
communities simply by choosing permissions 
for groups, single participants, entire branches 
of communities etc. A typical example regards 
mobile services, like SMSs or shared agenda 
and appointments on mobile phones. 

- more flexible management of hierarchical 
relationships between communities, that have 
different relationships respect to “courses” 

- time management inside the community: the 
visibility of events of the community could be seen 
from a hierarchical point of view, from a 
roles/rights/duties point of view, from a device 
point of view (computer, mobile phones, PDA ….) 
[Colazzo et al.,2004] 

- more flexible and easy administrative tasks, thanks 
to community hierarchies and relationships 

4. The deployment of “Online Communities”
The development of “Online Communities” started 
in 2003 from a discussion regarding the limits of 
“Online Courses” system. During 2002 the project 
team designed the new architecture, and in early 
2004 the new system was ready to be tested on the 
field. The primary objective was the implementation
of all the functionalities provided by the old system, 
but the necessity of submitting the system to a long 
experimentation, due to its novel approach, has 
emerged immediately. The experimentation phase 
took 4 bimesters, at the beginning with some courses 
where students were asked to contribute to the 
project. This initial step was fundamental to orient 
the development of the system, and to capture users’ 
need and difficulties with the new approach based on 
the concept of community. A second, wider test was 
performed during the 2004/2005 academic year. In 
figure 3 the monthly accesses from November 2004 
to July 2005. Since first bimester 2005/2006, Online 
Communities is operative for all the courses in the 
Faculty. In the right part of figure 3, this information 
is presented. 

Figure 2. Core classes of “Online Communities 

Conclusions 
Facing teaching and learning problems using ICT 
tools in academic settings emphasizes the systemic 
nature of these processes. The governance of these 
systems assumes a crucial role. Academic 
institutions, during one thousand years since their 
birth, have built governance methods and practises 
based on the conscious participation of innovational 
and educational processes’ actors, on a diffused 
network of decisional moments, on unwritten though 
not less important and binding traditions. These are 
complex governance forms that cannot be simplified 
beyond a certain limit. The risk of an excessive 
simplification in the name of efficiency (for example, 
eliminating many of decisional moments in order to 
create a more reactive system) is real and present. 
We believe that software systems in academic 
institutions should be built assuming that complexity 
and personalization are fundamental requisites, not 
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simply burdens or problems to be ignored. 
We would like to express our gratitude to all the 
people that are working with us in this project: 
Francesco Conte, Riccardo Borsato, Mario Ossi 
and all the other people that, with their 
contributes, helped us in creating a successful 
experience.  

Figure 3 “OLCom access rate 15 Feb. 2004 - 22 Mar. 2007 
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Abstract

Several experiments about learners behavior during
structured exam tests based on multiple choice questions
have been carried out so far. Most of these experiments
were performed by exploiting the think out loud method:
the learners were informed of the experiment and had to
modify their behavior in order to allow the experimenters
to record information about their habits during the test. In
this paper we describe a system which logs the interactions
of the learner with the e-testing system interface during the
test. Our system allows us to record information about their
habits during on-line tests without informing them of the ex-
periment and, consequently, without asking them to modify
their behavior, thus obtaining more realistic data. In order
to demonstrate the effectiveness of our system, we describe
how it can be used for replicating on-line several experi-
ments performed for traditional papery testing.

1. Introduction

E-testing systems are more and more widely adopted
in academic environments combined with other assessment
means. Through these systems, tests composed of several
question types can be presented to the learners in order to
assess their knowledge. Multiple Choice question type is
extremely popular, since, among other advantages, a large
number of its outcomes can be easily corrected automati-
cally. Those items are composed of a stem and a list of
options. The stem is the text that states the question. The
only correct answer is called the key, whilst the incorrect
answers are called distractors [13].

Among the disadvantages of structured tests, a low ac-
ceptance of the exam type by the learners is rather fre-
quently noticed: many learners are afraid of not being able
to best express their capacity, due to the characteristic of
multiple choice questions of being closed.

In order to teach to the learners how to better perform

on structured tests, several experiments aimed at tracking
learners behavior have been carried out in the past using
the think out loud method: the learners were informed of
the experiment and had to speak during the test to explain
what they were thinking, while an operator was storing their
words using a tape recorder. This technique can result quite
invasive, since it requires that the learners must modify their
behavior in order to record the information to analyze.

In this paper we discuss a complete system that allows us
to record and to analyze information about learners habits
during on-line tests without informing them of the exper-
iment and, consequently, without asking them to modify
their behavior thus obtaining more realistic results.

The proposed system is web based and adopts the AJAX
[10] technology in order to capture all of the learners in-
teractions with the e-testing system interface (running in
the Web browser). The system is composed of a logging
framework which can be instantiated in any e-testing sys-
tems and of a stand-alone application which analyzes the
obtained logs in order to extract information from them and
to produce statistical analysis.

Finally in order to demonstrate the effectiveness of our
system, it has been used for repeating several experiments
performed in the past. Our experiments have been carried
out in the ambit of a university course at the Dipartimento
di Matematica e Informatica of the University of Salerno.
The grade obtained on the tests has concurred to determine
the final grade of the course exam.

The rest of the paper is organized as follows: In section
2 the logging framework and its integration in eWorkbook is
presented. In section 3, we discuss the techniques employed
and the results obtained through the experiments. Several
final remarks and a brief discussion on future work conclude
the paper.

2. The Logging framework

The purpose of the Logging framework is to gather all of
the learner actions during the browsing of the Web pages of
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the test and to store raw information in a set of log files in
XML format.

The framework is composed of a server-side and a client-
side module. The client-side module is responsible for be-
ing aware of the behavior of the learner while he/she is
browsing the test pages. The server-side module receives
the data from the client and creates and stores log files on
the disk.

Despite the required interactivity level, due to the avail-
ability of AJAX, it has been possible to implement the client-
side module of our framework without developing plug-in
or external modules for Web browsers. JavaScript has been
used on the client-side to capture learner interactions and
the text-based communication between the client and the
server has been implemented through AJAX method calls.
The client-side scripts are added to the e-testing system
pages with a light effort by the programmer.

The events captured by the framework are the following:

• Actions undertaken on the browser window (open,
close, resize, load, unload);

• Actions undertaken in the browser client area (key
pressing, scrolling, mouse movements and clicks);

The event data is gathered on the browser and sent to the
server at regular intervals. It is worth noting that the event
capture does not prevent other scripts present in the page to
run properly.

The server-side module has been implemented as a Java
servlet which receives the data from the client and prepares
an XML Document in memory. At the end of the test session
the XML Document is written to the disk. The logger can be
instantiated and then enabled through the configuration.

The information Model used for the log data is quite sim-
ple and is shown in figure 1. The information is organized
per learner test session. At this level, the username (if avail-
able), the IP of the learner and session identifier are logged
as well as the agent information (browser type, version and
operating system). Inside a session, a list of event elements
is present. The data about the user interactions are the fol-
lowing:

• Event type;

• HTML source object involved in the event (if present);

• Timing information (timestamp of the event);

• Mouse information (pressed button, coordinates);

• More information specific of the event. I.e. for a re-
sponse type event (a response given to a question),
the question and option identifiers and the indication
whether the response was right or wrong are recorded.

 

Figure 1. The information Model for log data

An important concern in logging is log size. If an ex-
periment is done involving a large set of learners and the
test is composed of many questions, log files can reach big
sizes. A configuration system, including the following con-
figuration settings has been conceived in order to reduce log
sizes:

• List of events to capture;

• Sub-set of attributes to store in the log for each event;

• Sections of the Web pages (divs or table cells) to mon-
itor as sources of the events;

• Time interval between two data transmissions from the
client to the server;

• Sensitivity for mouse movements (short movements
are not captured).

The configuration is read by the server-side module but
affects the generation of the JavaScript modules running on
the client-side. The architecture of the framework is graph-
ically represented in figure 2.

On the user machine, everything can be done in the web
Browser. The JavaScript modules for event capturing, dy-
namically generated on the server according to the config-
uration settings, are downloaded and run in the browser in-
terpreter. Data is sent to the server through an AJAX re-
quest. On the server-side, a module called RequestHandler
receives the data and sends it to a module called Logger-
Handler, which organizes the XML Document in memory
and flushes it to the disk every time a learner test session
finishes.
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:UserMachine

:ServerMachine

:Browser

:RequestHandler

:LoggerHandler

AjaxRequest

Figure 2. The Logging framework Architecture

2.1. The eWorkbook System and Instantiation
of the framework

The above described framework has been instantiated
in an existing Web-based e-testing system, named eWork-
book [4], which is used for evaluating learner’s knowledge
by creating (the tutor) and taking (the learner) on-line tests
based on multiple choice question types.

eWorkbook is a Web-based e-testing system that can be
used for evaluating learner’s knowledge by creating (the tu-
tor) and taking (the learner) on-line tests based on multiple
choice question types. The questions are kept in a hierar-
chical repository. The tests are composed of one or more
sections. There are two kinds of sections: static and dy-
namic. The difference between them is in the way they al-
low question selection: for a static section, the questions
are chosen by the tutor. For a dynamic section, some se-
lection parameters must be specified, such as the difficulty,
leaving the system to choose the questions randomly when-
ever a learner takes a test. In this way, it is possible with
eWorkbook to make a test with banks of items of different
difficulties, thus balancing test difficulty, in order to better
assess a heterogeneous set of students. eWorkbook adopts
the classical three-tier architecture of the most common
J2EE Web-applications. The Jakarta Struts framework has
been used to support the Model 2 design paradigm, a varia-
tion of the classic Model View Controller (MVC) approach.
In our design choice, Struts works with JSP, for the View,
while it interacts with Hibernate[7], a powerful framework
for object/relational persistence and query service for Java,
for the Model. The application is fully accessible with a
Web Browser. No browser plug-in installations are needed,
since its pages are composed of standard HTML and EC-
MAScript[5] code.

The integration of the server-side component in the
eWorkbook system has been rather simple: the JAR (Java
ARchive) file containing the framework classes has been
imported as a library in the system. A modification to the
system’s deployment descriptor has been necessary in order

to deploy the server-side module (servlet) which receives
the events from the client.

The integration of the client-side component of the
framework, composed of several JavaScript files, has been
slightly more complicated, due to the structure of the
eWorkbook interface: the test is launched in a child browser
window of the main system Web page. This window dis-
plays a timer to inform the learner of the remaining time to
complete the test and contains the controls to flow among
the questions (forward and backward buttons) and the but-
ton to submit the test. The stem and the form containing
the options are loaded in an iframe window present in the
centre of the page.

3. Log Analysis

The system has been experimented by using it across a
test session in a university course: eWorkbook has been used
to administer on-line tests to learners. The learners were not
informed of the experiment; they just knew that the grade
obtained on the tests concurred to determine the final grade
of the course exam.

The test, containing a set of 25 items to complete in a
maximum time of 25 minutes, was administered to 80 learn-
ers, who took the test concurrently in the same lab. The
logger was enabled and an approximately 4Mb sized XML
log file has been obtained. The logging activity produced
no visible system performance degrading. The next sub-
section shows the data extraction phase, while the subse-
quent sub-sections describe the experiments performed us-
ing log data.

3.1. Data Extraction

The objective in this phase is to obtain information at a
higher level from the raw data of the log. For the sake of
future extensions the analyzer does not directly produce the
data matrix but acquires data from the log and populates a
data Model that will be later translated in a tabular format.

The data Model is organized in learner test sessions.
Each session is a sequence of page visits (each page con-
tains a question). The following information are relevant
for a page visit:

• Duration of the visit;

• Presence and duration of inactivity time intervals (no
interactions) during the visit;

• The sequence of the responses given by the learner dur-
ing the visit;

• Estimation of the times spent by the learner in evaluat-
ing the stem and each of the options for the question.
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A precise estimation could only be possible through an
eye tracking logging. Nevertheless, an eye tracking study
[3] shows that there is a significant correlation between the
eye movements and the mouse movements: tracking the
trajectory drawn by the mouse pointer could be useful for
obtaining the probable trajectory of users eyes and, in this
case, the option the learner is evaluating. In the light of the
above argument, we have equipped our logger framework
with the capability of registering mouse movements, in par-
ticular, it can register the option on which the mouse pointer
is moving.

In our Model, the learner activity is organized, for each
test session, in a set of ItemView, Response and Observation
objects. Each ItemView represents the visit of the learner at
the web page containing a given question. Usually, during
a test session, there are at least one ItemView per item, but
in some cases the learner can skip or revise one or more
questions.

Each ItemView embodies a set of Observations made by
the learner during the evaluation of the item. With the term
evaluation we mean the mouse activities of the learner on
the web page containing the stem and the set of options.
For each observation we store the nature of user interactions
(i.e. the kind of mouse movements) and the duration of that
observation. Lastly, in each ItemView, the learner can give
one or more responses, and for each response we store its
correctness and timestamp.

Figure 3 shows the static structure of the analyzer, which
is written in Java and uses several XML libraries.

Each ItemView embodies a set of Observations made by the learner during the 
evaluation of the item. With the term “evaluation” we mean the mouse activities of 
the learner on the web page containing the stem and the set of options. For each 
observation we store the nature of user interactions (i.e. the kind of mouse 
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can give one or more responses, and for each response we store its correctness and 
timestamp.  

Figure 4 shows the static structure of the analyzer, which is written in Java and 
uses several XML libraries. 
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3.2. Experiment I: Test and Item Comple-
tion Times

The time needed by the learners to complete the test has
been subject of studies and experiments, mainly by mea-
suring its correlation to the final result obtained on the test.

Paul and Rosenkoetter [11] found no significant correlation
between the above measures, while in a previous experi-
ment Johnston [8] had demonstrated that the variability in
the results of early and late finishers is bigger than that in the
results of learners which complete the test in a time close to
average.

Having more detailed data, we have repeated Paul and
Rosenkoetters experiment, extending its domain to the time
spent by the learners on the evaluation of the single items,
correlating these times with the correctness of the responses
given for them. The data matrix has been obtained consid-
ering the following measures:

• ItemId: A number used by the e-testing system to
uniquely identify a question item;

• AvgTime: The average time needed by the learners to
evaluate the item, in milliseconds.

• Avg Score: The average score obtained by the learners
on the question, where a value of 1 has been assigned
to a correct response and a value of 0 to an incorrect
response.

• Corr: The correlation between the time needed by the
learners to evaluate the question and the score obtained
on it.

ItemId Avg Time Avg Score Corr
5738 10665 0,78 0,14
5750 10945 0,73 -0,07
5762 14939 0,82 0,28
5774 26367 0,82 -0,22

.... ... ... ...

Table 1. An extract of Data Matrix for Experi-
ment I

As established for the whole test and its result, we can
conclude that no correlation exists between the time spent
on the single items and the scores obtained on them: a
longer time spent evaluating the question does not imply
a better result on it. We can evict this by observing the Corr
column in the table, where a similar number of positive and
negative values are present.

3.3. Experiment II: Response Changing

When executing structured tests based on multiple
choice question types, is it better for learners to trust in their
first impression or going back for evaluating the items again
and, eventually, for changing the given answers? Further-
more, are the strongest or the weakest learners those who
change idea more frequently?
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Many experiments have focused on answer changing in
multiple choice item based tests. Best [2] tried to answer
the former of the above questions, following the example
of other researchers, and his results confirmed the previous
ones: wrong-to-right changes are more frequent than right-
to-wrong ones. The answer to the latter question is still un-
certain, since several experiment carried out in the past [1,
2] gave contrasting results.

UserName R2W W2R NOC Score
achpap 0 1 2 13
adomig 0 0 0 13
alepet 0 1 1 14
andast 0 1 1 20
...... ... ... ... ...
MEAN R2W 0,91
MEAN W2R 1,36
MEAN NOC 3,46
CORR (NOC, SCORE) 0,11

Table 2. an extract of data Matrix for Experi-
ment II

We repeated the experiments using our system. The fol-
lowing measures have been reported in the data matrix:

• UserName: The name used by the e-testing system to
uniquely identify a learner;

• R2W: Number or right-to-wrong changes made by the
learner during a test session;

• W2R: Number of wrong-to-right changes made by the
learner during a test session;

• NOC: The total number of changes made by learner
during a test session. This number also includes
wrong-to-wrong changes not considered in previous
measures.

• Score: The number of questions correctly answered by
the learner during the test session.

In table 2 we summarize some of the results obtained
during our experiments. Even in our experiment, wrong-
to-right changes are slightly more frequent than right-to-
wrong ones, as shown by the average values for these mea-
sures. Furthermore, there is some correlation between the
total number of changes performed by the learner during the
test and the score he/she obtained on the test, meaning that
changes are more frequently made by strong learners.

It is worth noting that through the analysis of a classi-
cal Web application log it would not have been possible to
obtain such detailed data: due to the scarce interactivity of

HTML documents, only a part of the given responses would
have been submitted to the server and registered.

3.4. Experiment III: Learners’ Behavior

A more comprehensive experiment [9] focuses on the
strategies used by several learners with different abilities
(”A”, ”C” and ”F” students) to complete the tests. In partic-
ular, the frequency of several habits has been recorded and
then correlated to the learners’ final mark on the test. These
are:

1. The habit of giving a rash answer to the question as
soon as a plausible option is detected, often neglecting
to consider further options;

2. The habit of anticipating the answer before reading the
options provided;

3. The habit of eliminating incorrect options by stating
the reasons they are inappropriate;

4. The habit of initially skipping the questions whose an-
swer is more uncertain, in order to evaluate them sub-
sequently, etc.;

Only the measure in point 4 is easily inferred from our
log data. The measures in point 2 and 3 can only be obtained
with the ”think out loud” method, since no Web-based in-
teraction can be appropriate for inferring them. As for the
measure in point 1, we can obtain an approximate estima-
tion of it by using our log data, as explained in section 4.1.
Nevertheless, the calculation of this measure is left for fu-
ture extension.

The measures considered in our experiment are the fol-
lowing:

• UserName: The name used by the e-testing system to
uniquely identify a learner;

• Skipped: The total number of questions initially
skipped by the learner during a test session.

• Score: The number of questions correctly answered by
the learner during the test session.

We have divided the learners participating in the exper-
iment in three groups according to their score. The first
group contains 27 learners with a low score; the second
group 27 learners with a medium score; the third group 26
learners with a high score. The latter group has a lower av-
erage number of skipped items. This suggests that strong
learners are less likely to skip questions than weak ones.
Nevertheless, the strategy of skipping at least one item gives
good results, since the learners who did not skip any item
have a lower average final score (15,67 / 25) than those
learners who skip at least one item (16,58 / 25).
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Score Mean SD
low 5,11 4,96
medium 5,26 6,38
high 3,92 4,65
0 Skipped Mean Score = 15,67
more than 1 Skipped Mean Score = 16,58

Table 3. Results of experiment III

4. Conclusion

In this paper we have presented a system for capturing
and analyzing the behavior of the learners during e-testing
sessions based on structured tests. The system is com-
posed of a logging framework which can be instantiated in
e-testing systems and of a stand-alone application which an-
alyzes the obtained logs in order to extract information from
them.

In order to demonstrate the effectiveness of the system,
we have replicated on-line several experiments performed
in the past on the habits of the learners during the tests. No
significantly different results from those experiments have
been obtained in our tries, but our main aim was not that of
contradicting or confirming the theories maintained by psy-
chologist: as computer scientists interested in e-learning,
our research is mainly aimed at taking advantage from the
new computing technologies in order to provide the psy-
chologists with effective tools for enhancing their experi-
ments. As shown in this paper, using our system, some ex-
periments can be exactly repeated on-line, some can be en-
hanced with the availability of more information, others can
only be partially and approximately repeated. In the case of
our system, we are confident that, for some kinds of exper-
iments, more realistic data can be gathered, since learners
are not informed of the experiments and are not forced to
modify their behavior.

As for future work, we foresee to use information vi-
sualization techniques in order to integrate the tabular data
obtained in the analysis phase. Our aim is to obtain a tool
for charting the whole learner test session. The availability
of such a tool could help tutors in detecting some learners’
habits (i.e. cheating) not directly manifest in the data but
which could catch our eyes if visualized.
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ABSTRACT 

According to the statistical analysis, the rate of seizing 
Club Drugs has been increased these years. Thus, it is very 
important to find ways for preventing drug abuse. In this study, 
we combined drug abuse knowledge, situated learning theory, 
and multimedia methods to implement an internet-based 
learning model for preventing abuse of club drugs. An 
interactive scenario simulation e-learning model was created, 
which is based on a very distinctive design called Virtual Drug 
Abuse Scenario Simulation (VDASS).The idea of virtual 
scenario simulation was adopted in this study to create the 
material and activities for the on-line e-learning system. The 
content was advised and contributed by many experts who have 
practical medicine experiences. Incorporated with multimedia 
knowledge database, the system management platform was 
established to provide the information about drug abuse and 
the education resources for medicine development, and become 
a portal web page for the education and information retrieval 
of drug abuse. 

The evaluation results show that the outcomes (test scores) 
of the post-test is better than that of the pre-test. Besides 
learning effects evaluation, the result of the satisfied 
questionnaire of system shows that the overall satisfaction is 
76.96%. Therefore, the results support our hypothesis that the 
effect of applying VDASS e-learning model is suitable and 
feasible. In the future, more evaluation can be done for 
different user groups such as the general populations. 
Furthermore, searching for the full-text and related external 
web pages will be constructed in this system. 

Key Words: Drug Abuse, Multimedia, E-Learning, Internet, 
Scenario Simulation 

INTRODUCTION
     

Knowledge is power. Education in advance is more 
important than compensation after drug abuse really 
happen. According to the statistical analysis, the rate of 
seizing club drugs has been increased these years in 
Taiwan. It is very important to find ways for preventing 
drug abuse. From the point of view of harm reduction, 
traditional propaganda and education methods become 
more and more inefficient and ineffective. Since the 
emergence of the internet, even though there are some 
web pages provide information which related to drug 
abuse, most of them are based on passive learning model. 
Therefore, providing interesting and accurate anti-drug 
abuse information via this multimedia e-learning model 
is the most important objective to prevent drug abuse and 
increase public health belief. 

PURPOSE 
    

The purpose of this study is to combine club drug 
abuse information, situated learning, and digital 
technology to develop internet-based and game-based 
e-learning models for preventing abuse of club drugs. 
People can learn anti-drug abuse knowledge and increase 
their health belief from this e-learning platform by 
themselves anytime and anywhere. 

LITERATURE REVIEW 
     

Nightclubs, bars, dances, and pubs attract many 
adolescents, university students, and young adults. 
Although many of the young people visiting these places 
only want to get together with friends, talk, and dance, 
some may seek to heighten their mood via substance 
abuse, including the use of tobacco, alcohol, and drugs 
[1]. According to the statistics for seized narcotics drugs 
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and controlled drugs from 1997 to 2005, there is an 
obvious grow up of club drugs in Taiwan. Club drugs 
abuse include tobacco, alcohol, Ecstasy (MDMA), GHB, 
GBL (transfer to GHB in the body), Ketamine, 
Flunitrazepam (Rohypnol, FM2), (meth-) amphetamine, 
and LSD (acid). Therefore, how to design a well drug 
abuse education program is the most important issue for 
preventing abuse of club drugs [2]. 
    According to the "The Goals of Drugs Education in 
Schools and Support Systems for Drug Abuse 
Prevention" of Taiwan Bureau of Controlled Drugs, the 
goals of schools drug education are as follows: enhance 
students’ knowledge of proper drug use and drug abuse,    
recognize the influence of drugs on physical and mental 
health, nurture attitudes towards proper drug use and the 
avoidance of drug abuse, nurture or assist students in 
tackling the problem of drug abuse, enhance students’ 
ability to cope with the pressures of schoolwork, thus 
avoiding the choice of drugs as an escape method, 
nurture students’ ability to maintain a calm attitude when 
dealing with problems, nurture problem solving and 
ways to resist peer pressure to take drugs, and understand 
organizations providing drug abuse prevention, guidance 
and information and their functions [3].  
    As a matter of course, school teachers should pay 
close attention to students’ words and deeds language 
and behavior. Through the use of various kinds of 
literature and audio visual material, students should be 
supplied with the relevant information about drugs and 
the drug abuse harm to their body. 

When a student is found to have an unusual 
expression and abnormal manner, the situation should be 
investigated further in coordination with a guidance 
councilor. The parents shall be kept in close contact the 
student come under extra supervision from the time the 
discovery is   made. Where the student already exhibits 
signs of drug abuse behavior, the local health authority 
shall be contacted and assisted in rehabilitation treatment. 
Moral support shall be given to the student and a report 
made to police authorities to investigate the source of the 
drugs [4, 5]. Therefore, education in advance is more 
important than compensation after drug abuse really 
happen.  

In order to provide an interesting and accurate 
anti-drug abuse information platform, besides traditional 
anti-drug abuse knowledge, combining situated learning 
is the most important way to enhance users’ learning 
desire. Situated learning was originally proposed as a 
model of instruction to bridge the gap between learning 
and use of knowledge for no experience learners [6]. Key 
components of the model are apprenticeship, 
collaboration, reflection, coaching, multiple practice, and 
articulation of learned skills. It has been used most 
widely to help children and youth learn reading, writing, 
and mathematics [7]. It has been also applied to course 
design in undergraduate and graduate education, and to a 
limited extent in adult continuing education and distance 
education [8]. There is plenty literature examples of 
situated learning design in continuing education. One 

report [7] described a program in which community 
pharmacists were taught how to clinically assess patients' 
needs and provide patient guidance through a 
combination of simulated problem scenarios in a 
workshop format and authentic experiences in the 
workplace. More recently, Casey [9] described the 
application of a situated learning model to the design of a 
multimedia continuing education program for 
meteorologists. Furthermore, there are many related 
examples of situated learning design in specialized fields 
in Taiwan. Such as e-learning supporting system for 
medical education based on digital game [10]. They 
developed a game-based e-learning supporting system 
for medical education on a special topic of Japanese 
encephalitis virus (JEV). The learning contents including 
epidemiology, the virus pathogenic, symptoms and 
sequelae, circulation way, virus construction and the 
course of duplicating in host's cell were presented by 
means of integrating the characteristics of e-learning and 
on-line games. According to the results of literature 
examples, it is a good way to attract learners by 
integrates specialized knowledge and situated e-learning. 

METHODS 

In this study, we combined anti-drug abuse 
knowledge, situated learning theory and multimedia 
methods to implement internet-based and game-based 
e-learning models for preventing abuse of club drugs. 

The idea of sharable content object reference and 
virtual scenario simulation were adopted in this study to 
create the material and activities for the on-line 
e-learning system [11, 12]. The anti-drug abuse 
knowledge and real social events were advised and 
contributed by many experts who have practical 
medicine experiences. Incorporated with multimedia 
knowledge database, the anti-drug abuse knowledge 
system was established to provide the information about 
drug abuse and the education resources for medicine 
development, and become a portal web page for the 
education and information retrieval of drug abuse.  

The web-based anti-drug abuse knowledge system 
was constructed by Apache server, XOOPS package 
software, MySQL database, Flex and PHP language. 
(http://vdass.tmu.edu.tw ) 

Figure 1. Web-based anti-drug abuse knowledge system
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In this study, we created a portal web page named 
“The education and prevention of drug abuse”, which 
contains several functions including knowledge for 
experts/general population, the interactive e-learning 
scenario simulation -Virtual Drug Abuse Scenario 
Simulation, on-line e-learning resources, self-evaluations, 
user management, system management and learning / 
discussion community. There are 222 drug abuse related 
documents contained in Anti-drug abuse knowledge base 
which include MDMA, Ketamine, Flunitrazepam, 
g-hydroxybutyrate, Amphetamine and other drugs. Users 
can retrieve and download related drug abuse literatures, 
news and bookmarks from this knowledge base.  

The interactive scenario simulation e-learning was 
created and which is based on a very distinctive design 
called Virtual Drug Abuse Scenario Simulation 
(VDASS). This e-learning model simulated many 
scenarios of drug abuse including the feeling, symptoms, 
behaviors, side effects, sequela, and the ways of 
preventing or solving those problems. Multimedia 
materials and learning activities were implemented on a 
knowledge management platform. The learners were 
expected to be more interested in and had higher motive 
on the learning model. The idea of this study was to 
build a learning system for users to reduce harm of drug 
abuse.

In this study, we have successfully built a 
game-based virtual drug abuse scenario simulation for 
MDMA, Amphetamine, Ketamine, Flunitrazepam (FM2), 
and g-hydroxybutyrate [13, 14, and 15]. We apply 
situated learning theory [16, 17] to develop and simulate 
club drug abuse scenario. Learners could increase their 
anti-drug abuse knowledge and health belief after they 
contact the virtual reality drug abuse scenario simulation, 
law punishment and sequela in VDASS.  

In virtual drug abuse scenario simulation, learners 
will get in to about 20 drug abuse scenarios such as 
campus, work place, pub, KTV, etc. Each place in 
different environments has its own individual drug abuse 
events. Figure 2-3 are scenario examples which were 
extracted from VDASS.  

Figure 2 . Scenario example: Coming across the drug seller 

In this game-based learning model, learners will 
encounter different drug abuse simulation events and 

learn related anti-drug abuse knowledge by situated 
learning.Figure 2 shows learners meet with drug seller in 
pub. Learners can chat with drug seller and ask some 
club drugs’ features.  

Besides club drug abuse scenario simulation, there 
are 10 anti-drug abuse classes such as basic drug abuse 
introduction, Ketamine (Figure 3), Flunitrazepam, GHB, 
Amphetamine, how to abstain from drug abusing,  and 
related anti-drug abuse organization information, etc. 
These medicine classes are provided by pharmacist 
experts from school of pharmacy, college of medicine, 
Taipei Medical University. 

Figure 3 . Scenario example: Anti-drug abuse class 

RESULTS

The VDASS system was evaluated in two aspects. 
One is the perceptions of the pharmaceutical knowledge 
and the other is the effectiveness of the learning model. 
Several times of expert meeting were holds to confirm 
the correctness of pharmaceutical knowledge. The 
evaluation of learning effects includes the comparison 
between pre- and post-test of applying VDASS 
e-learning method. In order to prevent the bias of 
learning effects, we design pre- and post- test using the 
same drug abuse questions to keep the equal degree of 
difficulty. The satisfaction score was obtained using 
questionnaire to test the suitability and feasibility of 
VDASS. 

We recruited 45 participants (college students) from 
Taipei Medical University in Taipei, via posters and 
announcements in classes. In the beginning, participants 
are required to take the drug abuse knowledge pre-test to 
understand each participant’s anti-drug abuse knowledge. 
After the pre-test, participants started to surf the portal 
web page of “The education and prevention of drug 
abuse”. During self learning period, participants can 
retrieve related drug abuse knowledge and experience 
the interactive e-learning scenario simulation – VDASS. 
After 1 hour self learning, participants are demanded to 
take the post-test. There are total 10 drug abuse questions 
in the test.  
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Table 1. The statistical data of the number of students who   
answer correct in test 

Between pre- and post-test, the statistical and 
analysis difference are in the following tables. 

Table 2. Paired sample statistic 

Table 3. Paired two tailed t-test  

The evaluation results show that the outcomes (test 
scores) of the post-test is better than the pre-test. 
According to the values of t = - 4.28 and 
p=0.00005<0.01 from paired t-test, we can determine 
that there is a significant improvement in test scores after 
the studying of VDASS.  

Besides learning effects evaluation, according to the 
statistic of the questionnaire, the overall satisfaction is 
76.96%. Therefore, the results support our hypothesis 
that the effect of applying VDASS e-learning model is 
suitability and feasibility.  

In the future, more evaluation can be done for 
different user groups such as the general populations. 
The development procedures used for creating VDASS 
can be adopted for building other interactive e-learning 
platforms. Furthermore, searching for the full-text and 
related external web pages will be constructed in this 
system 
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Abstract

Many diagrammatic logics based on Euler diagrams

have been defined with the aim of making precise reason-

ing easier for people. In such logics, it is unusual to find

the negation operator (¬) included. This is likely to impact

the usability of the logics when users try to make statements

that are naturally phrased using the ¬ operator. Further-

more, if one wishes to use semantic tableaux methods for

the purposes of establishing entailment then including ¬ is

essential. Thus, there are good reasons for extending ex-

isting diagrammatic logics to include ¬ explicitly. In this

paper, we take Euler diagrams and extend the notation to

include the ¬ operator, as well as ∨ and ∧. Various expres-

siveness results for the logic are established. We present

a sound and complete set of reasoning rules for the logic,

drawing parallels with existing completeness proof strate-

gies and highlighting differences that arise due to including

negation.

1 Introduction

Recently, a variety of diagrammatic logics have been de-

veloped with an aim of making reasoning tasks easier for

people. Many such logics are based on either Euler or Venn

diagrams; see, for example [2, 4, 5, 9, 11, 14]. Whilst these

logics mostly include some logical connectives (usually ∨
and occasionally ∧), none of the sound and complete logics

developed have included both ∨ and ∧ along with ¬. In-

deed, none of the systems just referenced include ¬; those

in [4, 15] do not incorporate logical connectives at all. In

some cases extending such logics to include ¬ (or ∧) does

not lead to an increase in expressive power. Even when

expressiveness is not increased, it is likely that excluding

¬ and ∧ will impact usability because to make a negated

statement without using ¬, for example, one has to find

an equivalent non-negated statement. Furthermore, if we

wish to utilize semantic tableaux methods for establishing

semantic entailment (as in [7]) then incorporating explicit

negation is essential.

We conjecture that this typical exclusion of explicit nega-

tion is to simplify the systems from a formal perspective;

for example, fewer reasoning rules will need to be defined

which makes the proof of soundness easier to derive. More-

over, the completeness strategies employed are also more

straightforward when ¬ is not included. Whilst {∨,¬} and

{∧,¬} are both minimal sets of operators, our own experi-

ence suggests that all three operators are useful when mak-

ing logical statements. Thus it is important for us to have

a full understanding of the effects that including all three

operators have on expressiveness and on the completeness

proof strategies available to us.

As a case study, we extend Euler diagrams to include

¬, ∨ and ∧ and highlight various effects that this extension

brings with it. Euler diagrams are an ideal choice for such

a case study, since all of the logics referenced above extend

this language. The strategy we take to prove completeness

is likely to adapt to other visual logics that are extended to

include all of these connectives because the completeness

proof strategies used when ¬ is not included in these sys-

tems are generally similar.

2 Euler Diagrams: Syntax and Semantics

Here, we will briefly overview the syntax and semantics

of Euler diagrams; for a formalization of the syntax see [12]

and for the semantics see [13], adapting to the Euler dia-

gram case.

There are two unitary Euler diagrams in figure 1. The

diagram d1 contains three contours; these are the closed

curves labelled A, B and C. Contours represent sets and

their spatial relationship is used to make statements about

containment and disjointness of sets. So, in d1 the contours

assert that the sets A and B are disjoint because the con-

tours do not overlap in any way; similarly A ∩ C = ∅. The

placement of C inside B expresses C ⊆ B. Shading is

used to assert the emptiness of sets. Thus, d1 also expresses

B − C = ∅. The contours give rise to regions in the plane.

A region is a set of zones, which are maximal sets of points
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in the plane that can be described as being inside certain

contours and outside the rest of the contours. The diagram

d1 contains four zones of which one is shaded and can be

described as inside B but outside both A and C.

d1 d2

A B

C
A C

Figure 1. Two Euler diagrams.

Formally, we define a zone to be an ordered pair,

(inside, outside), which forms a two-way partition of the

contour label set; the shaded zone in d1 is ({B}, {A,C}).
We can now talk about zones that can be described by such

a pair but which do not correspond to regions present in a

diagram. For example ({A, B}, {C}) is a zone which is not

present in d1 (no zone is inside both A and B but outside

C). Such zones are said to be missing from the diagram; d1,

therefore, has four missing zones whereas d2 has no missing

zones. An Euler diagram with no missing zones is called a

Venn diagram.

Informally, a zonal region can be thought of as a region

that becomes a zone when contours are removed. In fig-

ure 1, the two zones inside A in d2 become a zone when

C is removed; in total d2 has nine zonal regions. We de-

fine zonal regions in a similar way to zones: a zonal re-

gion in a diagram d is a set of zones that are described by

a containing label set P and an excluding label set Q; more

precisely, given any such disjoint sets P and Q, the set of

zones {(inside, outside) : P ⊆ inside ∧ Q ⊆ outside}
is a zonal region. Whilst the two sets P and Q are disjoint,

they need not form a partition of d’s label set (unlike the

sets used to describe a zone).

Unitary diagrams form the building blocks of compound

diagrams. If d1 and d2 are Euler diagrams then so are ¬d1,

(d1 ∨ d2) and (d1 ∧ d2). For simplicity, we adopt the usual

convention of omitting brackets where no ambiguity arises.

At the drawn diagram level, we denote ¬d1 by d1, (d1∨d2)
by d1 − d2 and (d1∧d2) by d1 d2 (i.e. by juxtaposition),

where the rectangles act as brackets.

At the semantic level, an interpretation is a universal set,

U , together with an assignment of a subset of U to each

contour (strictly, to contour labels) which is extended to in-

terpret zones and regions. A zone, (a, b), represents the set⋂
l∈a

set(l)∩ ⋂
l∈b

(U − set(l)) where set(l) is the set assigned

to label l. A region in a unitary Euler diagram, d, represents

the set which is the union of the sets represented by the

region’s constituent zones. Briefly, we say that an interpre-

tation is a model for d if all of the zones which are shaded in

d or missing from d represent the empty set. The semantics

extend to compound diagrams in the obvious way. A dia-

gram, d2, is a logical consequence of diagram d1, denoted

d1 � d2, if all of the models for d1 are also models for d2.

3 Expressiveness

In this section, we will provide a series of results con-

cerning the expressiveness of the Euler diagram system.

Our first observation is that including ¬ in the Euler dia-

gram case impacts expressiveness.

Theorem 3.1. Removing ¬ from the Euler diagram logic

reduces expressiveness.

Proof (Sketch) Every satisfiable non-negated diagram is

satisfied by the empty model (i.e. U = ∅). There are

negated diagrams that have only non-empty models.

Our second observation is that including ∧ does not im-

pact expressiveness, regardless of whether ¬ is included.

Theorem 3.2. Removing ¬ and ∧ from the Euler diagram

logic is equivalent in terms of expressiveness to removing

only ¬ from the logic.

To prove the above theorem, we can assume, without loss

of generality, that our diagrams are in disjunctive normal

form. We illustrate the proof strategy by the example in

figure 2. The diagram d1∧d2 can be replaced by the unitary

diagram d5. First, we make the contour label sets of d1 and

d2 identical, giving d3 and d4 respectively. It is then easy

to see how d3 ∧ d4 gives rise to d5: take the union of the

shaded zones in d3 and d4 to give the shaded zones in d5;

in general, the shaded zones in d5 will be the union of the

shaded and missing zones. This process can be used to turn

the conjunction of any pair of unitary diagrams into a single

unitary diagram.

We cannot, however, necessarily replace the disjunction

of two unitary diagrams by a single unitary diagram. For

example, taking d3 and d4, figure 2, in disjunction (as op-

posed to the conjunction displayed in the figure) provides

a compound diagram that has no unitary counterpart, justi-

fied as follows. The diagram d3∨d4 has only models where

A − B = ∅ or C − A = ∅. Thus, a model for d3 ∨ d4 can

allow A − B to be non-empty, provided C − A is empty.

Therefore, any unitary diagram, d, semantically equivalent

to d3 ∨ d4 must have a model where A − B is non-empty.

Similarly, d must also allow C − A to be non-empty. It can

be shown that any such d also has a model where both A−B
and C −A are non-empty, which is necessarily not a model

for d3∨d4, showing that no unitary diagram is semantically

equivalent to d3 ∨ d4.

Next, we observe that a negated unitary diagram is never

equivalent to a unitary diagram.

Theorem 3.3. Let d1 be a unitary diagram. Then ¬d1 is

not semantically equivalent to any unitary diagram.
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A

C

B

d3

A

C

B

d4

A B

d1

A

C

d2

A

C

B

d5

Figure 2. Removing conjunction.

Proof (Sketch) Every unitary diagram is satisfied by the

empty model (i.e U = ∅). The negation of d1, therefore, is

not satisfied by the empty model. Thus ¬d1 is not semanti-

cally equivalent to any unitary diagram.

This result can be extended to show that ¬d1 is not equiv-

alent to any compound diagram that does not include nega-

tion. In fact, given any diagram, D, that involves nega-

tion, there only exists a semantically equivalent diagram

that does not involve negation when the standard proposi-

tional logic equivalences (such as involution and De Mor-

gan’s Laws) can be used to remove the negation from D.

We can establish the expressiveness of the Euler diagram

logic by comparing with other logics. First, we observe

that the diagram d2 in figure 1 is equivalent to the Monadic

First Order Logic (MFOL) sentence ∀x¬(A(x) ∧ C(x)).
In MFOL all of the predicate symbols are unary (they cor-

respond to contour labels). It is easy to translate Euler

diagrams into MFOL sentences. It is also possible, but

not so easy, to convert MFOL sentences into Euler dia-

grams. As a straightforward example, the MFOL sentence

∃xA(x)∧∀xB(x) is equivalent to the diagram in figure 3.

BA

Figure 3. Comparing with MFOL.

Theorem 3.4. Euler diagrams are equivalent in expressive

power to MFOL.

It follows that Euler diagrams are less expressive than spider

diagrams, which are equivalent to MFOL with equality [13].

In seminal work, Shin introduced a variant of Venn-

Peirce diagrams [8] called Venn-II [9] which extends Venn

diagrams by including ⊗-sequences to express the non-

emptiness of a set. For example, figure 4 shows a Venn-II

diagram that expresses either A−B 	= ∅ and A∩B = ∅ or

C 	= ∅.

CA B

Figure 4. A Venn-II diagram.

In Venn-II, the only explicit logical connective is dis-

junction; there are no explicit negation or conjunction op-

erators. Shin proved that Venn-II is also equivalent in ex-

pressive power to MFOL. As a consequence, if we extend

Venn-II to include the negation and conjunction operators

then we do not increase expressiveness.

Whilst Euler diagrams and Venn-II are equivalent in ex-

pressive power, there are advantages of developing a sound

and complete logic for Euler diagrams over Venn-II ex-

tended to include ¬ and ∧: many diagrammatic logics ex-

tend Euler diagrams but not Venn-II. For example, con-

straint diagrams [6] extend Euler diagrams and include all

the connectives considered here. Furthermore, unlike Venn-

II, ¬ and ∧ are not both syntactic sugar in the constraint

diagram case (see [3] for a formalization).

4 Reasoning Rules

In [12], it was found that rules which make ‘medium

level’ changes to diagram syntax are generally good choices

if we want to automatically find proofs efficiently. More-

over, it is sensible, from an automated theorem proving per-

spective, to define rules that change few different types of

pieces of syntax because this helps us to define good search

strategies; for example, a rule that applies to a compound

diagram, changing its unitary parts and its tree structure

changes many pieces of syntax. The rules presented here

have been defined following both of these philosophies.

4.1 Information Preserving Rules

Our first rule allows us to change the contours in a di-

agram. For example, in figure 5, we can add a contour to

d1 giving d2. The two diagrams are semantically equiva-

lent, with neither providing any information about the set
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D. We can also remove D from d2 to yield d1. We will

write d1 → d2 to mean that d1 can be replaced by d2 by the

application of a reasoning rule.

d1

A B

C

d2

A B

C

D

Figure 5. Changing contours.

Rule 1. Let d1 and d2 be unitary diagrams such that all of

the contours in d1 are in d2 and d2 has exactly one more

contour, l. If we can add l to d1 in such a way that l splits

all of the zones in d1 into two zones and the shading does

not change to give d2 then we say d1 → d2 by applying the

add a contour rule.

Rule 2. Let d1 and d2 be unitary diagrams such that d1 →
d2 by applying the add a contour rule. Then d2 → d1 by

applying the remove a contour rule.

We know that shaded regions represent the empty set, as

do missing regions. The diagram d1 in figure 5 asserts that

A ∩ B = ∅ because the two zones inside both A and B are

missing. We can replace d1 by d3 in figure 6, using the add

a shaded zonal region rule. We can also replace d1 by d4

using a remove a shaded zonal region rule.

d3

A B
C

d4

A

BC

Figure 6. Changing zonal regions.

Rule 3. Let d1 and d2 be unitary diagrams such that the

only difference between them is that d2 contains an entirely

shaded zonal region that is completely missing from d1.

Then d1 → d2 by applying the add a shaded zonal region
rule.

Rule 4. Let d1 and d2 be unitary diagrams such that d1 →
d2 by applying the add a shaded zonal region rule. Then

d2 → d1 by applying the remove a shaded zonal region
rule.

In addition to the unitary rules introduced above, there

are rules that operate on compound diagrams. In figure 7,

d1 asserts that C−A = ∅. Therefore, we can add shading to

d2 in the region corresponding to C −A to give d3; d1 ∧ d2

is semantically equivalent to d1 ∧ d3.

d2

A B
C

d3

A B
C

d1

A C

d1

A C

Figure 7. Changing shading.

Rule 5. Let d1 and d2 be unitary diagrams such that there

exists a zonal region, zr, with the properties that

1. none of the zones in zr are missing from either d1 or

d2 and

2. zr is completely shaded in d1 and

3. zr is completely non-shaded in d2

Let d3 be identical to d2 except that all zones in zr are

shaded in d3. Then d1 ∧ d2 → d1 ∧ d3 by applying the

add shading to a zonal region rule.

Rule 6. Let d3 and d4 be diagrams such that d3 → d4

by applying the add shading to a zonal region rule. Then

d3 → d4 by applying the remove shading from a zonal
region rule.

The remaining rules in this section operate on the struc-

ture of compound diagrams and they have analogies in

propositional logic. Firstly, we observe that our explicit rep-

resentation of true is a unitary diagram, d, that contains no

contours and no shading; in other words d = �. Therefore,

the diagram ¬� is a contradiction. Throughout the remain-

der of this section, let d1, d2 and d3 be diagrams. We write

d1 ↔ d2 to denote d1 → d2 and d2 → d1.

Rule 7. Identity Law d1 ∧ � ↔ d1.

Rule 8. Complement Laws d1∨¬d1 ↔ �, and d1∧¬d1 ↔
¬�

Rule 9. De Morgan’s Laws ¬(d1 ∨ d2) ↔ ¬d1 ∧¬d2, and

¬(d1 ∧ d2) ↔ ¬d1 ∨ ¬d2.

Rule 10. Involution ¬¬d1 ↔ d1.

Rule 11. Distributivity d1∧(d2∨d3) ↔ (d1∧d2)∨(d1∧d3)
and d1 ∨ (d2 ∧ d3) ↔ (d1 ∨ d2) ∧ (d1 ∨ d3).

Rule 12. Idempotency d1 ↔ d1 ∧ d1 and d1 ↔ d1 ∨ d1.
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For simplicity, we assume commutativity and associativ-

ity. Furthermore, we assume that we can apply the above

rules to any part of a compound diagram; for example,

if d1 can be replaced by d2 by applying some rule then

(d1∧d3)∨¬d1∨d4 can be replaced by (d1∧d3)∨¬d2∨d4.

4.2 Information weakening rules

Next, we introduce some rules that weaken the informa-

tional content of a diagram. These information weakening

rules can only be applied inside an even number of nega-

tion signs. For example, if d1 can be replaced by d2 by

applying one of the weakening rules then only the second

occurrence of d1 can be replaced by d2 in the compound

diagram ¬d1 ∨ ¬(d3 ∧ ¬d1) ∨ ¬(d1 ∨ d4).

Rule 13. Inconsistency ¬� → d1.

Rule 14. Connecting a diagram d1 → d1 ∨ d2.

Rule 15. Removing a diagram d1 ∧ d2 → d1.

Information weakening rules cannot be applied inside an

odd number of negation signs because such inferences are

not necessarily sound. As an illustration, in figure 8, the

diagram d1 ∨ d2 ∨ d3 can be obtained from d1 ∨ d2 by ap-

plying the connecting a diagram rule. An interpretation in

which A = D = ∅, B = {1} and C = {2} is a model for

¬(d1 ∨ d2) but not a model for ¬(d1 ∨ d2 ∨ d3).

A

B

d1

A

C

B

d2

d3

D

A

B

d1

A

C

B

d2

Figure 8. Incorrectly applying rules.

To conclude this section, we define obtainability.

Definition 4.1. We say d2 is obtainable from d1, denoted

d1 � d2, if there exists a finite set of diagrams, {d3, ..., dn},

such that d1 → d3 → ... → dn → d2. If d1 � d2 and

d2 � d2 then d1 and d2 are syntactically equivalent, de-

noted d1 ≡� d2.

5 Soundness and Completeness

To prove that the system is sound, an induction argument

is used. The base case is trivial. For the inductive step it is

sufficient to prove each rule is sound (that is, applying the

rule maintains or enlarges the model set).

Theorem 5.1. Soundness If d1 � d2 then d1 � d2.

The system is also complete. We give a reasonably thor-

ough account of the completeness proof, omitting the de-

tails of the stages which have analogies in the spider dia-

gram logic [5]. For spider diagrams, given d1 � d2, the high

level strategy is to convert both d1 and d2 into a disjunction

of unitary diagrams each of which has some given set of

labels, L, and set of zones, Z, without changing their se-

mantics, and then reason about these disjunctions. For this

Euler diagram system it is not possible to transform some

diagrams into such disjunctions because of the presence of

negation. Thus we need to modify the completeness proof

strategy and it is likely that our new strategy will extend to

other systems that include negation.

Our approach is also to begin by introducing contours to

each unitary part of d1 and d2 until all unitary parts have

the same label set, L say, giving dL
1 and dL

2 respectively.

Next, we convert each unitary part of both dL
1 and dL

2 into

Venn diagrams (so there are no missing zones) using the add

a shaded zonal region rule, giving dZ
1 and dZ

2 respectively.

So, each unitary part of both dZ
1 and dZ

2 has zone set Z =
{(a, L − a) : a ⊆ L}. We now deviate from the spider

diagram strategy.

Our aim is to convert dZ
1 into disjunctive normal form

and dZ
2 into conjunctive normal form where, in both cases,

each unitary part contains at most one shaded zone. From

now on, unless stated otherwise we will assume, without

loss of generality, that all unitary diagrams have zone set Z
and, therefore, have no missing zones.

Definition 5.1. Let d be a unitary diagram with no missing

zones and at most one shaded zone. Then d and ¬d are

called literals.

A

C

B A

C

B

d1 d2

Figure 9. Two literals.

A literal, d, with a shaded zone z, gives us a single piece

of information: in the positive case d tells us that z repre-

sents the empty set and in the negative case d tells us that z
does not represent the empty set. For example, the positive
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literal d1 in figure 9 asserts that A ∩ B ∩ C = ∅ whereas

the negative literal d2 expresses that A − (B ∪ C) 	= ∅. A

literal with no shaded zones is either universally valid (the

positive case) or a contradiction (the negative case).

Definition 5.2. A diagram of the form

∧

1≤x≤p

∨

1≤y≤q

dx,y,

where each dx,y is a literal, is in literal conjunctive normal
form (LCNF). A diagram of the form

∨

1≤i≤m

∧

1≤j≤n

ci,j ,

where each ci,j is a literal, is in literal disjunctive normal
form (LDNF).

A

C

B

c1'

A

C

B

c2'

A

C

B

c1

A

C

B

c2

A

C

B

d

Figure 10. Obtaining LCNF.

Lemma 5.1. Every unitary diagram, d, is syntactically

equivalent to a diagram in LCNF.

Proof If d has no shaded zones or exactly one shaded zone

then d is in LCNF. Otherwise, enumerate the shaded zones

in d, giving {z1, ..., zn}, and apply the idempotency rule to

d in order to obtain
∧

1≤i≤n

ci where each ci equals d (see

figure 10). For each ci apply the remove shading from a

zonal region rule, removing shading from all of the shaded

zones except zi, giving c′i. Clearly d ≡�
∧

1≤i≤n

c′i.

Theorem 5.2. Every diagram, d, is syntactically equivalent

to a diagram in LCNF.

Proof (Sketch) Replace each unitary part of d by a con-

junction of literals (this can be done by lemma 5.1). Then

use the information preserving rules that have analogies in

propositional logic to convert to LCNF.

Theorem 5.3. Every diagram, d, is syntactically equivalent

to a diagram in LDNF.

The proof is similar to the LCNF case.

For the next step in our completeness argument, we re-

place dZ
1 by a syntactically equivalent diagram in LDNF,

say

dLD
1 =

∨

1≤i≤m

∧

1≤j≤n

ci,j .

The diagram dZ
2 is replaced by a syntactically equivalent

diagram in LCNF, say

dLC
2 =

∧

1≤x≤p

∨

1≤y≤q

dx,y.

We observe that d1 ≡� dLD
1 and d2 ≡� dLC

2 . Therefore, if

dLD
1 � dLC

2 then d1 � d2. Hence, if we can show dLD
1 �

dLC
2 then we have proved that the system is complete. In

order to show dLD
1 � dLC

2 , we further observe that it is

sufficient to prove, for each i (1 ≤ i ≤ m)

∧

1≤j≤n

ci,j � dLC
2 .

Since, when showing completeness, we start by assuming

d1 � d2, we know

∧

1≤j≤n

ci,j � dLC
2 ,

so we can deduce that, for each x (1 ≤ x ≤ p),

∧

1≤j≤n

ci,j �
∨

1≤y≤q

dx,y.

We prove ∧

1≤j≤n

ci,j �
∨

1≤y≤q

dx,y

from which it follows that the system is complete.

We will first establish some syntactic relationships be-

tween
∧

1≤j≤n

ci,j and
∨

1≤y≤q

dx,y when
∧

1≤j≤n

ci,j is satisfi-

able. Recall that � is a unitary diagram containing no con-

tours or shading. The notation �L will be used to denote a

positive literal with label set L, zone set Z and no shading.

We extend this notation, and denote a positive literal with

label set L, zone set Z and shaded zone z by �L
z .

Theorem 5.4. Let C =
∧

1≤j≤n

cj be a satisfiable conjunc-

tion of literals and let D =
∨

1≤y≤q

dy be a disjunction of

literals. If C � D then either

(1) there exists j and y such that cj = dy or

(2) there exists x and y such that dx = ¬dy or
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(3) the diagram �L occurs in D.

Proof We proceed by contradiction and assume that none

of the above three conditions hold. Reduce D to a disjunc-

tion of literals in which ¬�L never occurs, using remove

a contour (removing all of the contours in L from ¬�L to

give ¬�) and inconsistency (replacing ¬� by any literal in

D that contains a shaded zone), to give D′; this can be done

because (3) is false and, because C is satisfiable, D is satis-

fiable. For clarity, the diagram D′ is a disjunction of literals,

each with a shaded zone. Moreover, D � D′ so C � D′.
Thus, showing that C 	� D′ will give us a contradiction.

We will construct a model, m, for C that is not a model

for D′. We take the universal set to be

U = {z ∈ Z : �L
z is in D′ or ¬�L

z is in C}
and each zone represents the empty set if z is not in U ,

otherwise z represents itself.

First, we show that m satisfies C. Let c be a literal in C
and suppose c is positive. For m to satisfy c it must be that

any zone which is shaded in c (of which there is at most

one) represents the empty set. If c has no shaded zones

then m trivially satisfies c. Otherwise, c = �L
z , for some

z ∈ Z, and z does not represent the empty set if and only

if �L
z is in D′ or ¬�L

z is in C (by the definition of m). In

the former case c occurs in both C and D′ which cannot

happen (condition (1) above is false). The latter case also

cannot happen since C is satisfiable. Hence m satisfies c.

Alternatively, c is negative. If c has no shaded zones then

c = ¬�L, which is unsatisfiable, contradicting the assump-

tion that C is satisfiable. Therefore c has exactly one shaded

zone, z say, and c = ¬�L
z . Then the only way m can fail

to be a model for c is if z represents the empty set. But, by

the definition of m, z ∈ U so z represents itself in m and

not the empty set. Hence m satisfies c. In any case, m is a

model for each c in C, so m is a model for C.

Now, we show that m is not a model for D′. To do so,

we show that m is not a model for any d′ in D′. Let d′ be a

literal in D′ and suppose that d′ is positive. Then d′ = �L
z

for some z and we want to show that z ∈ U (i.e. z does

not represent the empty set); this follows trivially from the

definition of U , so m is not a model for d′. Alternatively, d′

is negative and of the form ¬�L
z for some z; ¬�L

z asserts

the non-emptiness of z so, for m not to satisfy ¬�L
z we

must show that z 	∈ U . Since (1) is false, ¬�L
z is not in C.

Furthermore, we know that, for each unitary diagram, d, if

d appears in D′ then ¬d does not appear in D′ because (2)

is false. Therefore, z 	∈ U , so z represents the empty set

and m does not satisfy d′. Hence m is not a model for any

literal in D′, so m is not a model for D′.
Thus, we have reached a contradiction, since C � D �

D′ implies C � D′ but we have shown that C 	� D′. There-

fore at least one of the three conditions stated in the theorem

holds.

Using theorem 5.4, we are able to show that C � D.

Theorem 5.5. Let C =
∧

1≤j≤n

cj be a satisfiable conjunc-

tion of literals and let D =
∨

1≤y≤q

dy be a disjunction of

literals. If C � D then C � D.

Proof We break the proof down into three cases, corre-

sponding to those in the statement of theorem 5.4.

(1) There exists j and y such that cj = dy . Choose such a

cj and dy . Remove diagrams from C until only cj =
dy remains, using the removing a diagram rule. Next,

connect a diagram to cj = dy yielding D, using the

connecting a diagram rule. Hence C � D.

(2) There exists x and y such that dx = ¬dy . In this case,

take C and use the identity law to obtain C ∧ �. Us-

ing the removing a diagram rule, obtain �, to which

we apply the complement law to give dx ∨ dy . From

this, use the connecting a diagram rule (if necessary)

to obtain D.

(3) The diagram �L occurs in D. Apply the identity

law and removing a diagram rule to obtain � from C.

Next, add contours to � to give �L (which is in D).

Finally, use the connecting a diagram rule (if neces-

sary) to obtain D.

In each case, we have shown that C � D.

To conclude our completeness proof, we now show that,

if C is unsatisfiable, then C � D. To do so, we prove that

C � ¬� after identifying some syntactic conditions on C.

Lemma 5.2. Let C =
∧

1≤j≤n

cj be an unsatisfiable con-

junction of literals. Then either C contains ¬�L or C con-

tains both ¬�L
z , and �L

z for some zone z.

Proof Suppose that C does not contain ¬�L. Define an

interpretation, I , where

U = Z − {z′ : �L
z′ is in C}

and every zone in U maps to itself in I and all of the other

zones map to the empty set. Obviously, I satisfies all of the

positive literals in C so, since C is unsatisfiable, there exists

a negative literal in C, say c, with shaded zone z, which is

not satisfied by I; c = ¬�L
z . Since I does not satisfy ¬�L

z ,

z represents the empty set and, therefore, must be shaded in

some positive literal, namely �L
z , in C as required.

Lemma 5.3. Let C =
∧

1≤j≤n

cj be an unsatisfiable con-

junction of literals. Then C � ¬�.

Proof We consider two cases, corresponding to those in the

statement of lemma 5.2.
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1. C contains ¬�L. Remove all of the contours from

¬�L, to give ¬� using the remove contour rule. Re-

place ¬� by a conjunction of literals so that, in the

result, each unitary part appears both positively and

negatively using the inconsistency rule. Replace each

pair of literals, d ∧ ¬d, by ¬� using the complement

laws (this may also require idempotency). Finally, use

idempotency to obtain ¬�.

2. C contains ¬�L
z and �L

z for some zone z. Replace

�L
z ∧¬�L

z by ¬�, using the complement law and then

proceed as the first case.

Therefore C � ¬�.

Theorem 5.6. Let C =
∧

1≤j≤n

cj be an unsatisfiable con-

junction of literals and let D =
∨

1≤y≤q

dy be a disjunction

of literals. Then C � D.

Proof By lemma 5.3, replace C with ¬� then use inconsis-

tency to obtain D.

Hence the system is complete.

Theorem 5.7. Completeness If d1 � d2 then d1 � d2.

6 Conclusion

In this paper, we have presented a sound and complete

Euler diagram logic that includes operators ¬, ∧ and ∨.

Typically, logics that extend Euler diagrams include ∨ and,

sometimes, ∧ but not ¬. Including ¬ impacts the strategy

used to prove completeness. Typically, the Euler diagram

based logics that do not include ¬ rely on being able to re-

duce d1 and d2, where d1 � d2, to a disjunction of unitary

diagrams as part of the completeness proof. Reducing to

disjunctions of unitary diagrams, say
∨

ci and
∨

dj allows

one then to prove completeness by simply showing that each

ci implies one of the dj’s, for example. See [5, 9, 10, 11] for

logics whose completeness proofs use this type of strategy.

When negation is included, obtaining such disjunctions

is not necessarily possible, as in this Euler diagram case. It

is likely that our strategy, to reduce d1 to literal disjunctive

normal form and d2 to literal conjunctive normal form, will

extend to other Euler diagram based logics where construc-

tive completeness proofs exist (i.e. in decidable languages).

At the very least, we anticipate that the strategy will extend

to the systems presented in [1, 4, 5, 9, 10, 11, 15].
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Abstract

Spider diagrams are a widely studied, visual logic
that are able to make statements about relationships be-
tween sets and their cardinalities. Various meta-level
results for spider diagrams have been established, in-
cluding their soundness, completeness and expressive-
ness. In order to further enhance our understanding of
spider diagrams, we can compare them with other lan-
guages; in the case of this paper we consider star-free
regular languages. We establish relationships between
various fragments of the spider diagram language and
certain well-known subclasses of the star-free regular
class. Utilising these relationships, given any spider
diagram, we provide an upper-bound on the state com-
plexity of minimal deterministic finite automata corre-
sponding to that spider diagram. We further demon-
strate cases where this bound is tight.

1 Introduction

It is widely recognised that diagrams play an impor-
tant role in various areas, including visualizing infor-
mation and reasoning about that information. They
are often useful for conveying (sometimes complex) in-
formation in accessible and intuitive ways. This is one
reason behind the widening perception of the impor-
tance of diagrams. Traditionally in mathematics and
logic, diagrams have been excluded from formal proof
techniques and were considered only as a heuristic aid.
Whilst some people have held the view that diagrams
cannot be formalised, so as to be permitted when rea-
soning formally, it has been shown that this view is
incorrect: Shin devised a sound and complete diagram-
matic logic [19]. Her work is widely regarded as a sem-
inal piece, overturning the view that diagrams could
not yield a formal reasoning system. Thus, diagrams
are now being recognised as a valuable tool that can be
exploited in a logical setting (see [9] for an extensive

discussion on the importance of diagrams in numerous
reasoning contexts).

Since the work of Shin, many other diagrammatic
logics have emerged. One such logic is the widely
studied language of spider diagrams (see, for exam-
ple [3, 7, 8, 12, 20]). With regard to applications of
spider diagrams, they have been used to assist with the
task of identifying component failures in safety critical
hardware designs [1]. They have also been (implicitly)
used for displaying the results of database queries [21],
representing non-hierarchical computer file systems [2],
in a visual semantic web editing environment [10, 24]
and for viewing clusters which contain concepts from
multiple ontologies [5]. In all of these application ar-
eas, there are other languages that could be used in-
stead. It is, therefore, useful if we can compare spider
diagrams to other languages. If we can show that, for
example, spider diagrams offer significant descriptional
savings over another descriptional system then practi-
tioners may choose to represent their specifications in
this more succinct form.

This paper shows that spider diagrams can be used
to define languages from a particular subset of the star-
free regular languages. Sections 2, 3 and 4 consider
preliminaries of spider diagrams, star-free regular lan-
guages and descriptional complexity respectively. Sec-
tion 5 identifies various relationships between spider di-
agrams and star-free regular languages and section 6 in-
vestigates descriptional complexity by providing upper
bounds on the size of a deterministic finite automata
accepting the language generated by a spider diagram.

2 Spider Diagrams

This section will provide a brief overview of the spi-
der diagram syntax presented in [8]. In figure 1 the
spider diagram d1 contains two labelled contours, A
and B. Contours are simple closed curves. The dia-
gram also contains three minimal regions, called zones.
There is one zone inside A, another inside B and the
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other zone is outside both A and B. Each zone can
be described by a two-way partition of the contour la-
bel set. The zone inside A can be described as inside
A but outside B and contains two spiders; spiders are
trees whose vertices, called feet, are placed in zones (in
d1, the spiders each consist of a single vertex). Spi-
der diagrams can also contain shading, as in d2 (which
contains three spiders and four zones).

BA

d1

BA

d2

Figure 1. Two spider diagrams.

The syntax is defined at an abstract level. The con-
tour labels in spider diagrams are selected from a finite
set L. A zone is defined to be a pair, (in, out), of
finite disjoint subsets of L. The set in contains the
labels of the contours that the zone is inside whereas
out contains the labels of the contours that the zone
is outside. The set of all zones is denoted Z. To de-
scribe the spiders in a diagram, it is sufficient to say
how many spiders are placed in each region. Thus, the
abstract definition of a spider diagram will specify the
labels used, the zones, the shaded zones and use a set
of spider identifiers to describe the spiders.

Definition 2.1. A unitary spider diagram, d, is a
quadruple 〈L,Z, ShZ, SI〉 where

L = L(d) ⊆ L is a set of contour labels,

Z = Z(d) ⊆ {(a, L − a) : a ⊆ L} is a set of zones,

ShZ ⊆ Z(d) is a set of shaded zones,

SI = SI(d) ⊂ Z
+ × (PZ − {∅}) is a finite set of spi-

der identifiers such that for all (n1, r1), (n2, r2) ∈
SI(d) (r1 = r2 =⇒ n1 = n2).

The symbol ⊥ is also a unitary spider diagram. We
define L(⊥) = Z(⊥) = ShZ(⊥) = SI(⊥) = ∅. If d1

and d2 are spider diagrams then (d1 ∨ d2), (d1 ∧ d2)
and ¬d1 are compound spider diagrams. Given a
unitary diagram, d, a zone (a, b) is said to be missing
if it is in the set {(a, L − a) : a ⊆ L} − Z(d). If d has
no missing zones then d is in Venn form. The set of
spiders in d is defined to be

S(d) = {(i, r) : (n, r) ∈ SI(d) ∧ 1 ≤ i ≤ n}.

For spider (i, r), each zone in r is a foot of (i, r).

So S(d) can be thought of as a bag of spiders gener-
ated by the identifiers.

By convention, we employ a lower-case d with or
without subscripts to denote a unitary spider diagram.
An upper case D with or without subscripts will denote
an arbitrary spider diagram. The usual convention of
omitting brackets where no ambiguity arises is adopted.

Our attention now turns to the semantics. Spider
diagrams make statements about sets (represented by
contours) and their cardinalities (by using spiders and
shading). In figure 1, d1 expresses that A and B are
disjoint, because there are no points interior to both of
the contours. Spiders assert the existence of elements,
so d1 specifies that there are (at least) two elements in
A. The spiders in d2 assert that there are at least three
elements, one of which is in A, another is in A∪B and
the third is in B − A. Shading is used to place upper
bounds on set cardinality. For example, d2 expresses
that the set B−A contains at most two elements, A∩B
contains at most two elements and B contains at most
three elements.

The semantics of spider diagrams are model-based.
An interpretation is a universal set, U , together with
an assignment of a subset of U to each contour
(strictly, to contour labels) which is extended to in-
terpret zones and regions. A zone, (a, b), represents
the set

⋂
l∈a

set(l)∩
⋂
l∈b

(U −set(l)) where set(l) is the set

assigned to constant label l. A set of zones, Z, repre-
sents the set which is the union of the sets represented
by Z’s constituent zones. An interpretation is a model
for unitary diagram d(6=⊥) whenever

1. all of the zones which are missing represent the
empty set,

2. all of the regions represent sets whose cardinality
is at least the number of spiders placed entirely
within that region and

3. all of the entirely shaded regions represent sets
whose cardinality is at most the number of spiders
with a foot in that region.

If d =⊥ then the interpretation is not a model for d
(i.e. ⊥ is a contradiction). The definition of a model
extends to compound diagrams in the obvious (induc-
tive) manner. The semantics are formalised in [20].

The operators ¬ and ∧ are syntactic sugar in the spi-
der diagram language, captured by the following theo-
rem.

Theorem 2.1. The language of spider diagrams is
equivalent in expressive power to the fragment in which
the only operator is ∨.
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3 Star-Free Regular Languges

The class of star-free regular languages is the set
of languages which are a subset of the free monoid
over an alphabet Σ including the finite languages which
are closed under finite boolean operations and cate-
nation (catenation is the product operation of the
monoid) [13]. The Straubing-Thérin hierarchy de-
scribes some well studied subclasses of star-free regular
languages. The more well known subclasses being the
class of shuffle-ideal languages and piecewise testable
languages.

A deep result by Schützenberger characterises star-
free languages as those which have an aperiodic syntac-
tic monoid [18]. Alternative characterisations of sub-
sets of star-free languages are given later based on the
shuffle product of languages. The shuffle product of two
languages L1, L2 denoted L1 ⊔ L2 informally takes all
words from L1 and intersperses letters from all words
in L2. More formally, the words in L1 ⊔ L2 are pre-
cisely those of the form w0w1w2 . . . wn where, for some
subset I = {p1, p2, . . . , pm} of {1, . . . , n}

1. wp1
wp2

. . . wpm
∈ L1 where pi < pi+1

2. wq1
wq2

. . . wqn−m
∈ L2 where {q1, . . . , qn−m} =

{1, . . . , n} − I and qi < qi+1.

Considering the shuffle product and boolean oper-
ations of ∪,∩ and ⊂ gives us an immediate insight
into the Straubing-Thérin catenation hierarchy. Level
0 is the set of languages {Σ∗, ∅}. Level 1/2 is the well
known shuffle ideal set, which is the polynomial closure
of Level 0. An alternative characterisation is that lan-
guages of catenation level 1/2 are of the form k ⊔ Σ∗

where k is a finite set of words. Level 1 is defined as
the boolean closure of 1/2. This hierarchy has been
extended by Pin to consider varieties of languages [14].

Spider diagrams are a monadic first order logic with
equality (MOFLe). Therefore we are interested in the
relationship between logics and star-free regular lan-
guages. The main body of literature discussing this
relationship [6, 14, 15, 17, 22] assumes the existence of
an order relation < adjunct to the standard monadic
first order operators of ¬,∨,∧, ⇐⇒ , the quantifiers
∃ and ∀ and predicates of the form Pa(x) which states
that the letter a is at positive position x in word w.
Intuitively, if we do not have an order relation, <, as
in MOFLe then any language corresponding to a for-
mula will be closed under permutation. In other words,
languages of the form, for example, Σ∗AΣ∗B (A comes
before B in every word) do not correspond to languages
arising from formulae in MOFLe. Consequently spider
diagrams do not contain facilities for ordering elements.

4 Descriptional Complexity

Descriptional complexity is concerned with the econ-
omy of representation offered by descriptional sys-
tems [11]. Descriptional systems consist of a set of
finite descriptors which describe each instance of a lan-
guage in a class of a languages [4]. For example, finite
automata are a descriptional system which describe
languages in the class of regular languages (REG).
Other well-known descriptional systems include push-
down automata, linear bounded automata, Turing ma-
chines and spider diagrams.

Economy of representation is computed through the
use of some metric. In the case of automata as descrip-
tional systems, common metrics include the length of
the automaton description or the number of states in
the automaton. Other typical metrics include the num-
ber of productions in a grammar system or a measure
of non-determinism in a system. Rabin and Scott’s [16]
well known result on the state complexity of determin-
istic and non-deterministic finite automata neatly il-
lustrates the utility of such metrics: there exists a non-
deterministic finite automaton with n states where the
minimal deterministic automaton accepting the same
language contains 2n states. By convention, Rabin and
Scott’s result can be stated as (taken from [4])

nFAn
states
−−−−→ dFA≤2n

To draw conclusions on the descriptional complex-
ity of spider diagrams we require a metric, which es-
tablishes their complexity, and a descriptional system
for comparison. We have chosen the number of spi-
ders in a diagram as the metric. This measure is in-
dependent of the actual layout of the diagram and is
directly linked with diagram semantics. We establish
relationships between spider diagrams and a descrip-
tional system for regular languages. More precisely, we
establish a relationship between the number of spiders
in a spider diagram and the number of states in the
minimal deterministic finite automaton which accepts
the same language, thus comparing their descriptional
complexity.

5 Relationships Between Spider Dia-

grams and Star-Free REG

The finite models for a spider diagram can be con-
sidered as giving rise to a star-free REG language. For
example, in figure 2, the diagram d1 has a model with
universal set U = {1, 2}, with A representing the set
{1} and B representing {2}. So, in this model, there
is exactly one element in ({A}, {B}) and exactly one
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element in ({B}, {A}) but the model does not specify
any order on these elements. We can think of the zones
as being the letters in a language; with this alphabet,
the word ({A}, {B})({B}, {A}) indicates that there is
an element in ({A}, {B}) which comes before an el-
ement in ({B}, {A}); the word ({B}, {A})({A}, {B})
indicates the existence of the same two elements, but
in the opposite order. Consequently, the information
provided by the two words matches the information
provided by the model. The set of words in a language
corresponding to d1 contains precisely the words that
arise from the finite models for d1 in this way. We
observe that isomorphic models give rise to the same
words. In what follows, we formalise the language of a
spider diagram and establish various relationships be-
tween spider diagrams and some subsets of star-free
REG.

A B

d1

A B

d2

Figure 2. Words for a diagram.

To begin, we note that it can be shown that ev-
ery spider diagram can be transformed into a syntacti-
cally equivalent diagram (see [8] for a set of sound and
complete reasoning rules) involving only disjunctions of
unitary diagrams, D = d1 ∨ ... ∨ dn where each di has
no missing zones and the same zone set. We assume,
without loss of generality, that each di contains all of
the labels in L. Such a disjunction, D, is said to be
in disjunctive Venn form; we call this fragment of
the spider diagram language disjunctive-SD denoted
DSD. There is an algorithm that translates arbitrary
diagrams into disjunctive Venn form (see [8] for the
conversion of diagrams into associated zone diagrams
and adapt the details in the obvious way).

To identify a star-free REG language for an arbi-
trary diagram, D, we can first convert D into disjunc-
tive Venn form and then identify such a language for
this disjunction. Thus, we need only identify a star-free
REG language for each diagram in disjunctive Venn
form. From this point forward all diagrams will be
assumed to be part of the disjunctive fragment DSD.
The approach we adopt is to first identify a language
for each unitary diagram and then extend to the whole
of DSD.

For example, d2 in figure 2 can be translated into
the star-free REG language that has alphabet Z(d2)

and words that contain the letters (breaking into cases
determined by the two-footed spider):

1. ({A}, {B}) (for the two-footed spider) and
({B}, {A}) (for the one-footed spider) but not
({A,B}, ∅) (because of the shading), or

2. ({A,B}, ∅) (for the two-footed spider) and
({B}, {A}) (for the one-footed spider) but not
more than one occurrence of ({A,B}, ∅) (because
of the shading).

In general, the alphabet over which our star-free
REG language is constructed is

Σ = ZL = {(a, b) ∈ Z : a ∪ b = L}

and the language generated by Σ is Σ∗ =
{finite words over ZL}, including the empty word
λ. A letter of the alphabet is simply a zone,
({in1, ..., inn}, {out1, ..., outm}); informally, we may in-
stead write in1...innout1...outm. As a notational con-
venience we may also write letters of a word within
square brackets, thus “[AB][AB]” is a two letter word
containing AB and AB. We define, for unitary diagram
d, Γ(d) = Z(d) − ShZ(d) (recall that Z(d) = ZL), so
Γ(d) ⊆ Σ. Given an arbitrary diagram, D, some words
in Σ∗ correspond to the meaning of the diagram and
the rest do not1.

Definition 5.1. Let w be a word in Σ∗ and d (6=⊥)
be a unitary diagram. The bag (or multi-set) of letters
of which w consists is denoted bag(w). The word w
conforms, to d if and only if there exists an injection,
f : S(d) → bag(w) satisfying

1. f(s) is a foot of s,

2. f is bijective when the image is restricted to the
maximal sub-bag of w whose elements are shaded
zones in d.

For d =⊥, no words in Σ∗ conform to d.

So, w conforms to unitary diagram d 6=⊥ provided,
for each spider, s, in d,

1. each spider in d gives rise to a letter in w by way
of selecting a foot,

2. for each shaded zone, z, the number of occurrences
of z in w is precisely the number of spiders whose
selected foot is z.

1There are two special cases: when D is universally valid, all
of the words in Σ∗ correspond to the meaning of D and when D

is a contradiction none of the words in Σ∗ correspond to D.
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To illustrate, in figure 2, the following are examples
of words that conform to d2:

[AB][BA], [BA][AB], [AB][BA],

[BA][AB][AB], [BA][AB][AB], [BA][AB][AB].

The word [AB][AB][BA] does not conform to d2 be-
cause the letter [AB] occurs twice (d2 asserts that the
zone ({A,B}, ∅) contains at most one element).

Definition 5.2. Let d be a unitary diagram. The lan-
guage of d is the set of words in Σ∗ that conform to
d denoted L (d). Let D = d1 ∨ ... ∨ dn be a spider
diagram. The language of D is

⋃
1≤i≤n

L (di).

Definition 5.3. Let d be a unitary diagram. We define
k(d) to be the set of words generated by S(d):

k(d) = {w ∈ Σ∗ : w conforms to d where f is bijective}

(taking f as in definition 5.1). For d =⊥, k(d) = ∅.

Lemma 5.1. For unitary diagram d, L (d) = k(d)⊔Γ∗

where Γ = Γ(d).

Proof. L (d) is of the form Γ∗a1Γ
∗a2Γ

∗ . . . Γ∗a|S(d)|Γ
∗

where a1a2 . . . a|S(d)| ∈ k(d).

Corollary 5.1. Let d be a unitary diagram such that
ShZ(d) = ∅. Then k(d) ⊔ Γ(d)∗ is a shuffle-ideal.

Proof. In this case, Γ(d)∗ = Σ∗.

Let DSDNS be the class of spider diagrams in DSD
that do not contain shading.

Theorem 5.1. Let D = d1 ∨ ...∨ dn ∈ DSDNS . Then
L (D) is a shuffle-ideal.

Proof. L (D) =
⋃

1≤i≤n

L (di) is a shuffle-ideal because

the class of shuffle-ideals is closed under union.

Theorem 5.2. The class
⋃

D∈DSDNS

{L (D)} is a strict

subclass of the class of shuffle-ideal languages.

Proof. By theorem 5.2,
⋃

D∈DSDNS

{L (D)} is a class of

shuffle-ideals. For strictness, we start by observing
that, for each unitary diagram d ∈ DSDNS , the lan-
guage of d is closed under permutation of words. There-
fore, the language of any diagram in DSDNS is closed
under permutation of words. However, the shuffle-ideal
l = {z1z2} ⊔ Σ∗, where z1, z2 ∈ Z(d) are two distinct
zones, is not closed under permutation of words since,
for example, the word z1z2 is in l but z2z1 is not in l.
Consequently, l is not the language of any diagram in
DSDNS .

There are compound diagrams whose languages are
not equal to the language of any unitary diagram, cap-
tured by the following lemma.

Lemma 5.2.

⋃

{d∈DSD:d is unitary}

{L (d)} ⊂
⋃

D∈DSD

{L (D)}.

Proof. (Sketch) Taking D = d1 ∨ d2, where d1 and d2

are shown in figure 3, provides an example of a com-
pound diagram whose language, L (D), is not the lan-
guage for any unitary diagram.

A B

d1

A B

d2

Figure 3. Classes of languages.

Theorem 5.3. The class
⋃

D∈DSD
{L (D)} is a strict

subset of languages of catenation order 3/2.

Proof. (Sketch) From [14] we know that sets of
level 3/2 are finite unions of sets of the form
Γ∗

0a1Γ
∗
1a2Γ

∗
2 . . . ajΓ

∗
j where a1, a2, . . . , aj ∈ Σ and

Γ0,Γ1, . . . ,Γj ⊆ Σ. From lemma 5.1 and lemma 5.2 we
can see that w ∈ L (D) is of a similar, but restricted,
form where Γ0 = Γ1 = . . . = Γj ⊆ Σ.

Corollary 5.2. The set of shuffle-ideal languages is
not a subset of

⋃
D∈DSD

{L (D)}.

Proof. From theorem 5.2 we know that there exists
l such that l /∈

⋃
D∈DSDNS

{L (D)} but is a shuffle-

ideal. The argument extends to show that l /∈⋃
D∈DSD

{L (D)}.

Corollary 5.3. The class
⋃

{d∈DSD:d is unitary}

{L (d)}

is not a subset of the class of shuffle-ideal languages.

Proof. Let d be a unitary diagram in DSD such that
ShZ(d) 6= ∅. Then Γ(d) ⊂ Σ. A simple application
of the TestShuffle [6] to the automaton accepting
L (d) = k(d) ⊔ Γ(d)∗ verifies that

⋃
D∈DSD

{L (D)} con-

tains languages outside the class of shuffle ideal lan-
guages.
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The spider diagram in figure 4 illustrates the
relationships between various classes of languages,
established in this section, where DSD denotes
the class

⋃
D∈DSD

{L (D)} and DSDNS denotes
⋃

D∈DSDNS

{L (D)}.

Figure 4. Relationships between languages.

6 The Descriptional Complexity of Spi-

der Diagrams

For any given spider diagram, a regular language
arises from the finite models, as demonstrated in the
previous section. We now provide upper bounds on the
number of states required in the minimal determinis-
tic finite automaton accepting the language that arises
from these models of a spider diagram, and show that
our upper bound is exact in some cases. Given a uni-
tary diagram d we will establish an upper bound on
|k(d)| in terms of the number of spiders in d. When
|k(d)| meets this upper bound, we establish the exact
minimal number of states required in a finite state ma-
chine.

A B

d

Figure 5. Large k(d).

As an illustration, d in figure 5 has

k(d) = {[AB][BA], [BA][AB], [AB][AB], [AB][AB],

[AB][BA], [BA][AB], [AB][AB], [AB][AB]}.

Given that there are two spiders, s1 and s2 say, in d,
each with two feet, the largest number of words that

can be in k(d) is 8: suppose a word, w, has first letter
which arises from s1 and second letter from s2, then
there are 2× 2 = 4 possible choices for w; since k(d) is
closed under permutation of words, every permutation
of w must also be in k(d), giving 4 × 2 = 8 words in
total. Since the two spiders in d are placed in disjoint
regions, every such permutation gives rise to a distinct
word. Hence there are 8 words in k(d).

Lemma 6.1. Given a unitary diagram d

|k(d)| ≤ |S(d)|! ×
∏

(i,r)∈S(d)

|r|.

Given a unitary diagram d with set of words, k(d),
satisfying |k(d)| = |S(d)|!×

∏
(i,r)∈S(d) |r|, we can con-

struct a minimal finite automaton accepting precisely
the words in k(d). If d is entirely shaded, then this
automaton accepts the language of d (since, in such a
case, L (d) = k(d)). Alternatively, the automaton can
be trivially modified (adding loops, removing edges and
possibly removing the sink state) to accept L (d). The
number of states remains the same or reduces by 1 (the
sink state is necessary only when at least one zone is
shaded or d =⊥). For example, considering d in fig-
ure 5, a minimal finite automaton accepting precisely
the words in k(d) is A(k(d)) in figure 6(a). To convert
A(k(d)) to a finite state automaton accepting L (d),
we add loops and remove edges, enlarging the set of
words accepted, in the obvious way (see figure 6(b)).
Given any unitary diagram d we define A(k(d)) to be
the minimal automaton accepting precicely the words
in L (k(d)).

The bold typeface transition label in figure 6(a) rep-
resents two transitions: a transition from the start
state to a state on the letter AB and another tran-
sition between the same two states on the letter AB.
Each tranistion occurs on a letter that arises from a
unique spider foot and is labeled with the appropri-
ate letter. We allow the commonly accepted transition
label shorthand in figure 6 by defining the function
l(si), si = (i, r) ∈ S(d) which returns a label consisting
of the zones in r.

Theorem 6.1. Let d be a unitary diagram with
|k(d)| = |S(d)|! ×

∏
(i,r)∈S(d)

|r|. The minimal complete

automaton accepting precisely the words in k(d) has
2|S(d)| + 1 states.

Proof. (Sketch)We prove this by induction over the size
of S(d). In the base case, seen in figure 7(a), we accept
all one-letter words corresponding to the single spider
s in S(d), |S(d)| = 1. The cases where |S(d)| = 2 and
|S(d)| = 3 are presented in figure 7. We assume that
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AB, AB

AB, AB

AB, AB

AB, AB

AB, AB

AB, AB

AB, AB, AB, AB
AB, AB, AB, AB

(a) Automaton accepting k(d)

AB, AB

AB, AB

AB, AB

AB, AB

AB

AB
AB, AB, AB, AB

AB, AB, AB

AB, AB, AB

AB, AB, AB

(b) Automaton accepting L (d)

Figure 6. Constructing a finite state machine.

where |S(d)| = n the size of the automaton is 2n. We
may construct the automaton for the n+1 case by du-
plicating the automaton for the n case and “shifting”
the duplicated structure by one letter. The inductive
step is visible in the examples 7(a) through 7(c). To
complete the automaton we add a sink state qsink as
the target of all missing transitions. The proof of min-
imality is omitted.

Theorem 6.2. Let d be a unitary diagram such that
|k(d)| = |S(d)|!×

∏
(i,r)∈S(d)

|r|. The minimal automaton

accepting L (d) = k(d) ⊔ Γ(d)∗ has exatly 2|S(d)| + 1
states provided Γ(d) ⊂ Σ. Alternatively the minimal
automaton has 2|S(d)| (when Γ(d) = Σ).

Proof. By theorem 6.1 A(k(d)) has 2|S(d)| + 1 states.
Intuitively we remove all transitions from A(k(d)) ei-
ther sourced on or targetted at qsink. We add transi-
tions from each state s of A(k(d)) as follows. Let σ be
a letter not labelling any transition sourced on s. If σ
is not a shaded zone, label a transition from s to itself
with σ. Otherwise, label a transition from s to qsink

with σ.

This construction process is demonstrated in fig-
ure 6.

l(s1)

(a) k(d) where S(d) = {s1}

l(s1)

l(s2)

l(s2)

l(s1)
(b) k(d) where S(d) = {s1, s2}

l(s2)

l(s1)

l(s1)

l(s2)

l(s2)

l(s1)

l(s1)

l(s2)

l(s3)

l(s3)

l(s3)

l(s3)

(c) k(d) where S(d) = {s1, s2, s3}

Figure 7. Constructing an automaton accept-
ing k(d).

Corollary 6.1. Let d be a unitary diagram. The min-
imal automaton accepting L (d) has at most 2|S(d)| +1
states:

dn
spiders,states
−−−−−−−−−→ dFA≤2n+1

Theorem 6.3. Let D = d1 ∨ . . . ∨ dm be a spider dia-
gram. The minimal automaton accepting L (D) has at

most 2

m
P

i=1

|S(di)|
+ 1 states.

D m
P

i=1

|S(di)|

spiders,states
−−−−−−−−−→ dFA

≤2

m
P

i=1
|S(di)|

+1

Proof. By the well known upper-bound [23] for
the union of m deterministic finite state machines

A1,A2, . . . ,Am is of order O(
m∏

i=1

(|Ai|)). This gives us

an upper bound for the size of A(L (D)) where, by
corollary 6.1, A1 accepts L (d1), A2 accepts L (d2) . . .
and Am accepts L (dm).

7 Conclusion

We have established relationships between spider di-
agrams and various subsets of star-free REG (see fig-
ure 4 for a summary). These results show that it is
possible to use spider diagrams to visualise languages
drawn from these various subclasses.

We have also demonstrated economy of representa-
tion offered by spider diagrams over deterministic finite
state machines: in some cases a unitary spider diagram
containing n spiders is equivalent to a finite state ma-
chine containing 2n + 1 states, for example. The in-
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tuition behind the economy of representation that spi-
der diagrams bring over deterministic finite state ma-
chines is that, to not specify an order on letters using
deterministic FAs many states are required (ensuring
one path exists from the start state to the final state
for each ordering of the letters) whereas spider dia-
grams achieve this naturally. Deterministic FAs are
more expressive than spider diagrams (partly due to
being able to specify an ordering) but their restrictive
syntax forces us to use many states when we do not
wish to specify any ordering.
Acknowledgement Gem Stapleton is supported by
a Leverhulme Trust Early Career Fellowship and by
UK EPSRC grant EP/E011160/1 for the Visualization
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Abstract 

Most of the existing techniques for the evaluation of 
interactive visual applications must be manually 
performed and iteratively repeated at each refinement 
step after a rapid prototyping of the system. This paper 
introduces a usability evaluation approach of graphical 
environments that tends to realize an automatic 
evaluation process to achieve quantitatively measurable 
parameters. The process analyzes the source code of a 
visual application, the design model of its interface, the 
graphical aspects and the interaction mechanisms 
implemented in each frame, panel and/or page of the 
system, to produce a report of the quantitative evaluation 
of heuristic factors. In particular, we consider interactive 
applications developed in a markup language or in Java 
and a subset of the Nielsen heuristics as usability metrics: 
completeness, correctness, aesthetic and minimalist 
design, error prevention/user control and freedom, 
consistency - recognition rather than recall, visibility of 
the system status. As a case study, we describe the 
application of the proposed evaluation approach in the 
analysis of the interface of a no-profit foundation web 
site.

1. Introduction 

The evaluation of interactive visual applications is 
traditionally performed by means of usability testing 
involving a rapid prototyping of the system and an 
evaluation based on the use of the product by end users or 
specialists. Popular techniques to detect usability 
deficiencies are based upon testing the developed 
graphical environment by executing test cases and 
checking the execution results [7]. Heuristic evaluation, 
heuristic estimation, cognitive walkthrough, pluralistic 
walkthrough, feature inspection, consistency inspection, 
standards inspection, formal usability inspection, are 
standard methods for usability inspection [10]. In general, 
the evaluation of usability heuristics involves a group of 
end users. Usual evaluation methods include cooperative 
work [19], questionnaires and usability test. These costly 
and time-consuming activities often produce results that 
are considerably depending on the measure acquisition, 
on the punctual usability objective definition, on the type 
and the number of the performed tasks, on the data to 
retrieve, on the performance evaluation standards [18]. 
Most of the previous techniques must be manually 

performed and iteratively repeated at each refinement 
step. 
In this perspective, we propose a usability evaluation 
approach for interactive visual applications that tends to 
overcome the problems of the traditional testing 
techniques above. To achieve a more automatic 
evaluation of quantitatively measurable parameters, the 
process analyzes the source code of a visual application, 
the design model of its interface, the graphical aspects and 
the interaction mechanisms implemented in each frame, 
panel or page of the application, to produce an evaluation 
report based on the measured values. We consider 
interactive application developed in a markup language or 
in Java.  
Usability metrics and automatic or semi-automatic 
processes to evaluate them, aid and improve the analysis 
of visual applications reducing the evaluation costs. 
Layout based metrics can reduce the manual work of 
designers by automatically generating initial layouts and 
analyzing selected aspects of a potential design [14]. In 
addition, user interface events can also be used to 
automatically extract usability information during test 
case executions [5]. An event gives information about the 
interactions that an user is performing by an external 
device (mouse, keyboard, etc…) and acting on particular 
components of the visual environment (buttons, labels, 
menus, input fields, etc…). Such events represent a very 
effective source of information regarding application 
usage and usability, and they can be easily captured and 
specified in terms of source object, target object and 
attributes that are modified as a result of an interaction. 
In this work, we consider a subset of the Nielsen 
heuristics [8] and we describe an usability evaluation 
process of interactive visual applications to achieve 
quantitative measures of these properties based on the 
analysis of the source code of the application.  
As a case study, we analyzed the interface of a no-profit 
foundation web site [17]. The evaluation results are used 
to perform refinements of the site in terms of several 
usability properties. To show the effectiveness of the 
approach, we compared our analysis values to a manually 
usability test performed involving a group of the tester 
users. The assessment of the two methods shows that 
similar results are obtained, that is the same basic 
weaknesses have been detected, so our method can reduce 
evaluation costs without loss of effectiveness. 
The paper is organized as follow. Section 2 presents some 
of the existing approaches to the usability evaluation of 
software applications. In section 3 we detail the proposed 
technique to achieve quantitative usability measures of a 
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visual environment. Section 4 presents a case study 
related to the analysis of a web site. Section 5 contains 
some concluding remarks. 

2. Usability evaluation techniques 

Much work has been done to find practical usability 
properties that can be effectively checked and measured 
to evaluate the usability of interactive applications. 
The analysis of user interface events can be used to 
extract usability information of an application. A survey 
of computer aided techniques for extracting usability 
information deriving from UI events can be found in [5]. 
Nevertheless, the usefulness of these techniques is rather 
limited if a “subjective” analysis must be performed in 
any case by the human observation in order to evaluate 
each particular usability issue under investigation.  
Quantitative measure of usability is one of the main 
problems of the standards in the context of usability of 
software quality. Quantitative evaluations are performed, 
for example, by the GOMS (Goals, Operator, Methods, 
and Selection rules) approach and the keystroke level 
model (KLM) [2]. GOMS can be used to predict how 
long it will take to learn a certain task. With GOMS, the 
total time can be predicted by associating time with each 
operator. With these quantitative predictions, GOMS can 
be applied for example in a comparison between two 
systems. The GOMS model also has its limitations. 
Preece et al. [12] suggest that GOMS can only really 
model computer-based tasks that involve a small set of 
highly routine data-entry type inputs. The model is not 
appropriate if errors occur.  
A quantitative approach to evaluate the compliance of the 
mobile phone UI can be found in [6]. This and other 
approaches [4] are related to a specific domain and cannot 
be generalized: each project has its specific features, and 
the usability methods should be selected and tailored on 
the base of the specific context of the project. 
Quantitative measures to evaluate the design, the 
communication, the functionality, the contents, the 
management, the accessibility and the usability properties 
of web sites are described in [11]. The usability is defined 
in terms of effectiveness, efficiency and satisfaction sub-
properties, and then evaluated using questionnaires. In 
fact, questionnaire for user interaction satisfaction (QUIS) 
[3] are a simple and economic tool to obtain quantitative 
measure of usability by the user’s subjective rating of the 
human computer interface. Nevertheless, the approach is 
sensible to subjectivity of data, user experience, etc….  
In the proposed approach we have identified a subset of 
the Nielsen heuristics: completeness, correctness, 
aesthetic and minimalist design, error prevention/user 
control and freedom, consistency - recognition rather than 
recall, visibility of the system status; and we propose 
computable measures to evaluate each property and its 
related sub-property. These heuristics are well suited for 
usability evaluation of graphical user interfaces, and a 
detailed definition of metrics is available to practically 
measure them.  

3. Quantitative evaluation of user interfaces 

In this section, we describe an algorithmic process to 
achieve quantitative measures of a subset of the Nielsen 
usability properties [8], based on the analysis of the 
source code of the application. If an application is 
implemented in a markup language (i.e., HTML, XML, 
VRML, SVG, etc…) a general tag processing allows to 
identify the components of the pages and the related 
attributes, whereas the “href” tags allow to identify the 
interaction mechanisms. Similarly, if the application is 
implemented in an object-oriented language (i.e., Java) an 
examination of the classes allows to identify the 
containers and the widgets, an analysis of the methods 
allows to define the interface-flow diagram which 
describes the interaction processes. The delegation model 
of the event management, defined by the listener objects 
that wait the event generation from the source objects, 
allows to performs checks and evaluations of the tasks 
retrieving quantitative measure of usability.  
For each considered usability property, we define the 
calculated value as the arithmetic average of the values of 
the related sub-properties; and the weighted value as the 
weighted average of the weighted values of its sub-
properties. The weighted value is calculated on the base 
of the weight which the evaluator  wants to associate to 
each characteristics. We assume that weights range from 
0 to 1: 0 if the sub-property is not relevant to the 
evaluation, 1 if it is extremely important. 
From the analysis of the source code of an application it is 
possible to recover the modelling of the interactive visual 
application, for example in terms of an interface – flow 
diagram where the nodes represent the scenes and the 
external components of the application; the edges 
represents the interaction paths that characterize the 
system. Then during the design analysis it is possible to 
evaluate the completeness, the correctness, the aesthetic 
and minimalist design, the error prevention and then, the 
user control and freedom usability properties. 
The completeness can be evaluated in terms of the 
interactions incompleteness identifiable in the interface – 
flow diagram as the number of the edges outgoing from a 
source node and that don't have the corresponding target 
node. Then, if we label with CM the calculated value of 
the completeness and CMp the number of the dangling 
references in the application, results: CM = CMp. If 
CMw is the weighted value of the completeness property, 
WCM is the weight of this property, CMpw the weighted 
value of the interactions incompleteness and WCMp the 
weight of this sup-property, results: CMpw = CMp * 
WCMp and then, CMw = CMpw/WCM.
Lesser is CMw, better is the usability level for this 
property. 
The correctness can be evaluated in terms of the frames 
or pages not achievable and corresponding to the number 
of the nodes not reachable by any edge outgoing from any 
sourcing scene. Then, if CR is the calculated value of the 
correctness and CRp the number of the scenes inside of 
the application but not achievable, results: CR = CRp. If 
CRw is the weighted value of the correctness property, 
WCR is the weight of this property, CRpw the weighted 
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value of the interactions incompleteness sub-property and 
WCRp the weight of this sup-property, results: CRpw = 
CRp * WCRp and then, CRw = CRpw/WCR. Lesser is 
CRw, better is the usability level for this property. In the 
case of web site evaluation, there are countless web pages 
potentially achievable from any page of the site. 
Nevertheless, the related links could not be inserted for 
design choices and not for implementation mistakes. 
The aesthetic and minimalist design can be evaluated in 
terms of the complexity of the actions to perform a task, 
which might correspond to the length of the interaction 
paths necessary to achieve a scene or an external 
component. In the design diagram this can be represented 
by the number of the edges from a “start” source node 
(the index page in the case of a web site, the main frame o 
the start panel in a general application) to a target node. 
Then, the quantifiable measure of this property is 
described by the maximum nesting level of a node. 
Formally, if AE is the calculated value of the aesthetic 
and minimalist design, NL the calculated value of the
complexity of the interaction paths and NL(i) is the 
nesting level of a node corresponding to the lesser number 
of the tasks (edges in the diagram) to achieve the node “i”
from the start node, result: NL= max {NL(i), 0<i N, N is 
the number of the nodes in the diagram} and then, AE = 
NL. If AEw is the weighted value of the aesthetic and 
minimalist design property, WAE is the weight of this 
property, NLw the weighted value of the complexity of 
the interaction paths and WNL the weight of this sup-
property, results: NLw = NL * WNL and AEw = 
NLw/WAE. Lesser is AEw, greater is the usability level for 
this property. 
The error prevention, user control and freedom property 
corresponds to the number of the tasks to back return and 
the number of the tasks to return at the start scene. In the 
diagram design model, the number of the tasks to back 
return can be evaluated in terms of the number of the 
edges from a node to the previous. Then, if TR is the 
calculated value of this sub-property, WTR is its weight, N 
the number of the nodes in the application diagram, if 
TR N better is the usability level for this sub-property 
(that means that for each scene there is a task to back 
return). The weighted value, TRw, is: TRw = TR * WTR.
Similarly, the number of the tasks to return at the start 
scene (resp., to the home page in the case of a web site) 
can be evaluated in terms of the number of the edges from 
a node to the first (i.e., the initial scene). Then, if TS is 
the calculated value of this sub-property, WTS is its 
weight, the weighted value, TSw, is: TSw = TS * WTS.
Greater is TS, better is the usability level for this sub-
property. Moreover, the error prevention, user control 
and freedom property can be evaluated in terms of the 
number of the tasks to exit from the application, the check 
of the number of the “Undo”/“Redo” tasks and the 
“Dialog” components inside to each scene of the 
application. That sub-properties can be analyzed during 
the implementation analysis level. As a matter of fact, 
during the analysis of the source code of the graphical and 
interactive aspects of the application, the number of the 
tasks to exit from the application can be evaluated in 
terms of the exit instructions implemented. In the case of 

web site it is impossible to evaluate this sup-properties 
because the “site navigation” finishes by changing the url 
address in the browser or closing the same browser. Then, 
in the analysis of a stand alone application, if TE is the 
calculated value of the exit instructions (at first TE = 1,
since we assume that exist at least one possibility to exit 
from the application), WTE is the weight of this sub-
property, the weighted value, TEw, is: TEw = TE * WTE.
Greater is TE, better is the usability level for this sub-
property. On the other hand, the check of the undo/redo 
tasks can be calculated in terms of the number of the 
classes that define “undo” and “redo” methods in an 
objects language, or the number of the tags that define 
“undo” and “redo” functions in a markup language. Then, 
if BU is the calculated value of the “undo” actions and 
BR is the calculated value of the “redo” actions and BUR
the sum of the undo and redo tasks in the application, 
WBUR is the weight of this sub-property, result: BUR = 
BU + BR. If BU = BR and the value if great, better is the 
usability level for this sub-property. The weighted value 
of the check of “Undo”/“Redo” actions, BURw, is: 
BURw = BUR * WBUR. The check of the presence of the 
dialog components in the examined application can be 
calculated in terms of the number of the classes/tags that 
define a “dialog frame”. Then, if BD is the calculated 
value of the check of the presence of the dialog frames 
sub-property, WBD the related weight, the weighted value 
of the check of the presence of dialog frames sup-
property, BDw is: BDw = BD* WBD. Greater is BDw,
better is the usability level for this sub-property. 
Therefore, the calculated value, ER, for the error 
prevention, user control and freedom usability property is 
the arithmetic average of the calculated value of its sub-
properties (TR, TS, TE, BUR, BD), that is: 

ER = (TR+TS+TE+BUR+BD)/5
The weighted value, ERw, is calculated as the weighted 
average of the weighted value of its sub-properties: 

ERw = (TRw+TSw+TEw+BURw+BDw)/WER 

Greater is ERw better, is the usability level for this 
property. 
During the interface implementation analysis, the 
consistency, defined also as recognition rather than recall 
usability property can be evaluated in terms of the check 
of the location and of the font of the similar elementary 
objects in several scenes, the check of the expressivity of 
the dynamic objects labels and then, in terms of the check 
of the presence of a text linked to each icon which 
identifies a component. Then, if CS is the calculated 
value of the consistency, LC the number of the similar 
objects with different location inside of the several 
scenes, WLC the weight of this sub-property, the weighted 
value of this sub-property, LCw, is: LCw = LC * WLC.
Lesser is LCw, better is the usability level for this sub-
property. Similarly, if FT is the number of the similar 
objects with the same font inside of the different scenes, 
WFT the weight of this sub-property, the weighted value 
of this sub-property, FTw, is: FTw = FT * WFT. Lesser is 
FTw, better is the usability level for this sub-property. 
The check of the expressivity of the label which identifies 
a dynamic object, can be evaluated by the match between 
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the description (title) of the source object and the 
description of the corresponding listener object in the 
objects language (resp., the match between the “href” tags 
name and the corresponding anchor in a markup 
language). Then, if EX is the value of this sub-property 
calculated in terms of the number of the similar label, 
WEX its weight, the weighted value of this sub-property, 
EXw is: EXw = EX * WEX. Greater is EXw, better is the 
usability level for this sub-property. The check of the 
presence of a description linked to any icon which 
identifies an elementary object, can be evaluated 
analysing the constructor of each button or label inside of 
each scene of the application. In a markup language for 
each component defined by an image, for example, we 
should have: <img title="Enter"… src="Immages/ 
enter.gif">. Then, if DS is the value of this sub-property 
calculated as the number of the elements defined by an 
image and a text, WDS the related weight, the weighted 
value of this sub-property, DSw, is: DSw = DS * WDS.
Greater is DSw, better is the usability level for this sub-
property. Therefore, the calculated value, CS, for the 
consistency usability property is the arithmetic average of 
the calculated value of its sub-properties (LC, FT, EX, 
DS), that is: CS = (LC + FT + EX + DS)/4 
The weighted value, CSw, is calculated as the weighted 
average of the weighted value of its sub-properties: 

CSw = (LCw+FTw+EXw+DSw)/WCS

Greater is CSw, better is the usability level for this 
property. 
The visibility of the system status usability property can 
be evaluated in terms of the check of the change of the 
form of the mouse pointer as a result of an interaction, the 
check of the number of the error messages and the check 
of the presence of the progress indicators linked to the 
definition of a long task. Then, if MP is the value of the 
first sub-property, calculated in terms of the number of 
mouse pointer changing, WMP the related weight, the 
weighted value of this sub-property, MPw is: MPw = MP 
* WMP. Greater is MPw, better is the usability level for 
this sub-property. In the case of the web site interface 
analysis, this sub-property is generally always respected, 
since the browser, in presence of a link, change the mouse 
pointer (i.e., from an arrow to a hand) automatically. 
The check of the presence of the error messages in the 
examined application, can be calculated in terms of the 
number of the classes (resp., tags) that define an “error
frame” corresponding to each interaction mechanism 
implemented. Then, if EM is the calculated value of the 
number of the “error frames”, WEM is the weight of this 
sub-property the weighted value of the check of the 
presence of error messages sup-property, EMw, is: EMw 
= EM * WEM. Greater is EMw, better is the usability level 
for this sub-property. Similarly, the check of the presence 
of the progress indicators linked to the complexes tasks 
(expressed in terms of the number of the instructions 
inserted) can be calculated in terms of the number of the 
progress bar objects corresponding to each interaction 
mechanism implemented. Then, if PI is the calculated 
value of the number of the progress bar, WPI is the 
weight of this sub-property corresponding to the source

objects (resp., href tag), the weighted value of the check 
of the presence of progress indicator sup-property, PIw is: 
PIw = PI* WPI. Greater is PIw better, is the usability 
level for this sub-property. Therefore, the calculated 
value, VS, for the visibility of the system status usability 
property is the arithmetic average of the calculated value 
of its sub-properties (MP, EM, PI), that is:  

VS = (MP + EM + PI)/3
The weighted value, VSw, is calculated as the weighted 
average of the weighted value of its sub-properties:  

VSw = (MPw+EMw+PIw)/WVS
Greater is VSw better, is the usability level for this 
property. 
Since the standards respect usability property depends 
from the particular interest domain, we have not improved 
this heuristic in the present work, sending back to further 
works, related to the evaluation of specific interactive 
visual applications, the quantitative analysis of that 
metric. 
In the next section we describe a case study related to the 
analysis of the web site of a no-profit foundation 
performed by the proposed evaluation approach.  

4. The usability evaluation of a web site 

To show the effectiveness of the presented approach, we 
examined a real application and we compared the 
evaluation results with a manual test performed by a 
usability test involving a group of users. In particular, we 
have formulated informal queries for each usability 
property to evaluate. The users have answered assigning a 
vote in a range of values (i.e., from 0 to 5). We have 
underlined similarity relationships between the values 
calculated by the proposed analysis methodology and the 
users tester votes. Then, we have analyzed the web site of 
a no-profit foundation [17] and, on the base of the 
obtained values, the application is redefined. In fact, the 
use of the first release of the web site has highlighted 
several accessibility and usability problems.  
It is out from the purpose of this work to describe the 
evaluation of the accessibility of the site and the related 
adopted solutions.  
As described in the previous section, we have evaluated 
the “calculated values” of the usability properties related 
to the completeness, the correctness, the aesthetic and 
minimalist design, the error prevention, the user control 
and freedom and the visibility of the system status.  
The obtained values are shown in the Table 1. For each 
sub-property we have chosen a weight in the range from 0 
to 1. The weight of the related usability property is the 
sum of the several “sub-weights”. The calculated value is 
the arithmetic average of the value of the related sub-
properties. The weighted value of each usability property 
is the weighted average of the weighted value of its sub-
properties.  
The graphic in figure 2 makes visible the usability level of 
each property. The evaluation report shows a medium 
level of completeness and correctness, caused, 
respectively, by the presence of a link not connected to 
any web page and by a “forum page” not achievable. 
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USABILITY 
PROPERTIES 

CALCULAT
ED VALUE WEIGHT WEIGHTED 

VALUE 

Completeness 1 1 1 

Interactions incompleteness 1 1 1 

Correctness 1 0,5 1 
Frame/Pages not 
achievable 1 0,5 0,5 

Aesthetic and minimalist 
design 3 1 3 

Complexity of the 
interaction paths 3 1 3 

Error prevention, user 
control and freedom 11 2,5 4,4 

Tasks to back return 4 1 4 
Tasks to return at the start 
scene 7 1 7 

Tasks to exit from the 
application 0 0 0 

Check of “Undo”/ “Redo” 
buttons 0 0 0 

Check of the presence of the 
“Dialog” frames 0 0,5 0 

Consistency/ Recognition 
rather than recall 14 2,3 3,43 

Check of the location of the 
similar object in several 
scenes 

4 0,5 2 

Check of the font of the 
similar object in several 
scenes 

4 0,5 2 

Check of the expressivity of 
the label of the dynamic 
objects 

3 0,3 0,9 

Check of the presence of a 
description label linked to 
any icon of an object 

3 1 3 

Visibility of the system 
status 8 1,5 5 

Check of the pointer 
properties 0 0 0 

Check of the presence of the 
error messages 1 0,5 0,5 

Check of the presence of the 
progress indicator 7 1 7 

Table 1. Usability values of the first release of the site. 
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Figure 2. The graphic of the first evaluation. 

A good level of aesthetic and minimalist design is 
guaranteed by a lower level of nesting of the pages 
achievable from the home page (maximum three steps). 
Similarly, the error prevention and user control is 
obtained thanks to a sufficient number of buttons to back 
and to the home page return inside of the web pages. 

The medium level of the consistency property is caused 
by the presence of similar objects in two several web 
pages that have different font and location, and also by 
the presence of a button to achieve the “contacts page” 
represented by an icon not connected to any textual 
description. Nevertheless a good visibility of the system 
status is obtained thanks to the presence of a number of 
error messages and a progress bar in the browser to show 
the loading level of a page.  
On the base of the assessments of the obtained values, a 
new release of the web site was realized. The graphic in 
figure 3 makes visible the improvement performed in the 
new release of the site. As visible, the correction of the 
problems has decreased the value of sub-properties 
related to the completeness and the correctness and has 
increased the values related to the errors prevention, the 
user control and freedom, the consistency, improving the 
corresponding usability level for these properties.  
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Figure 3. The graphic after the new evaluation. 

To show the effectiveness of the approach, the obtained 
results are compared to a manual test performed by tester 
users. In particular, we have formulated informal queries 
for each usability property under evaluation, and the 
results were submitted to a pool of domain-expert users, 
generic users, and students. A total of 14 users were 
involved to drive the tests. The users have answered 
assigning a vote in a range of values (i.e., from 0 to 5). 
Table 2 shows an example of questionnaire developed to 
test the first release of the web site. 

USABILITY 
PROPERTIES 

QUESTIONS VALUE 

Completeness  Are the functions to carry out the 
transactions adequate? 4

Correctness Are the pages easy to achieve? 4 
Aesthetic and 
minimalist design 

Is the graphic of the web site 
user-friendly? 2

Error prevention, 
user control and 
freedom 

Is the errors management 
adequate? 3,5

Consistency/ 
Recognition rather 
than recall 

Do the pages, the colour of the 
objects and the characters of the 

text make to understand the 
contents easily? 

3

Visibility of the 
system status 

Is it possible to check the state of 
loading of a page or the execution 

of a task? 
4

Table 2. The subjective evaluation of the web site. 

The graphic in figure 4 makes visible the results of the 
evaluation performed by the questionnaire. The results of 
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the evaluation questionnaire of the reimplemented site 
shows that it is possible to define similarity relationships 
between the values calculated by the proposed approach 
and the users tester votes. As visible, the values of the 
evaluation of the completeness and the correctness are 
inversely proportional to the votes of the users. This is 
because, for example, a high number of dangling 
references corresponds to a lower vote from the user 
related to the accessibility of any page. The evaluation of 
aesthetic and minimalist design, error prevention, 
consistency and visibility of the system status correspond 
almost precisely. Slight differences appear due to the 
subjective nature of user evaluation, as the answers to 
questionnaires are marginally influenced by how the 
questions are formulated.  

Figure 4. The graphic of the questionnaire results. 

5. Conclusion 

In this paper, we have presented a process to obtain 
quantitative measures of usability to analyze interactive 
visual applications. The proposed approach is centred on 
the evaluation of a subset of the Nielsen heuristics 
desirable in a graphical user interfaces [8]. 
As a case study, we have applied the proposed approach 
to analyze the web site of a no-profit foundation. The 
measures automatically calculated agree with the values 
obtained by an heuristic evaluation based on the results of 
a questionnaire proposed to a group of end users. 
Nevertheless, the proposed approach reduces the 
evaluation costs and the need of expert or tester users.  
We expect that the technique runs for other types of 
interface. In this perspective, further work will be done to 
extend and to show the usefulness of the described 
usability evaluation process in a wider range of desktop 
and mobile applications. Then, further improvements can 
be achieved by adding usability checks during the 
development process of an application to prevent usability 
problems before the software is released and to manage 
usability issues and controls based on a formal 
specifications of the visual language corresponding to the 
graphical application. 
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ABSTRACT 

In this paper, we describe the result of an experiment we 

conduct at our Department meant to understand which 

visual representation between two-dimensional or three-

dimensional icon arrangements is better for stimulating the 

user mental model in order to recognize topological 

relationships. The experiment has involved two groups of 

10 subjects to which we have submitted some tasks 

representing common topological relationships. The 

experiment consisted in two sessions During the first 

session, for each task we asked users to assign a score 

indicating how much the task may be represented by each 

arrangement, then we calculated the existing correlation 

between the approaches. Resulting values show that using 

three-dimensional icons there are no significant 

improvements in efficacy with respect to bi-dimensional 

iconic arrangements. However, the second session of the 

experiment revealed that the degree of user's satisfaction 

may be positively influenced by the use of three-

dimensional icons. 

Keywords 

3D icons, 2D icons, topological relationships, Pearson 

correlation index. 

 

1. INTRODUCTION 
One of the fundamental concepts necessary for the analysis 

of data in a Geographic Information System (GIS)  or an 

Image Management System is a formal understanding of 

how geometric objects are spatially related in order to 

provide users with a description of the data contents. This is 

commonly achieved thanks to a special class of 

relationships, named Topological, which is a particular 

subset of geometric relations, invariant with respect to 

transformations such as translation, rotation, and scaling. 

Typical examples of this relationships are: Equals, Disjoint, 

Touches, Within, Overlaps, Contains, Crosses and 

Intersects as described by the OpenGeospatial Consortium 

[7], which is a set of relationships providing a qualitative 

rather than quantitative description of content.  

The same principle of describing the content of images by 

means of topological relationships is also used for 

interpreting examples of data the users are looking for 

according to the Query-by-Example[10] methodology. That 

is to say, user visually composes some examples of what 

s/he needs, the composition is successively translated into a 

set of objects and spatial relationships, which are then 

compared with the target images in the databases/GIS, also 

expressed as objects and relationships.  

In the last two decades, this kind of approach has been 

largely investigated and several proposals have been made, 

which allow users to compose examples by means of (two 

or three-dimensional) iconic representations (see, e.g., [9], 

[8], [1], the [6], [2], [4] and [5]). 

Disregarding the natural attractiveness of three-dimensional 

visualization and the objective necessity to have this kind of 

representation for depicting some directional and metrical 

relationships [8], we wished to verify whether there are 

substantial improvements when recognizing or composing 

2D topological relationships by using environments which 

manage three-dimensional icons instead of two-dimensional 

ones.  

In this paper, we report on a cognitive experiment we 

conducted at our Department, in order to understand which 

visual representation between two-dimensional or three-

dimensional icon arrangements is better for stimulating the 

user mental model when recognizing topological 

relationships.  

The paper is organized as follows. In Section 2, we recall 

some basic concepts related to the manipulation of spatial 

data. In Section 3, we present the experiment and, in 

Section 4 we describe the results we gained from the 

experiment. 

2. Basic Concepts 
In this section, we take a look at the basic concepts relative 

to the research we present in this paper.  
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First of all, we recall Egenhofer’s 9-intersection model[3]. 

In this model, the topological relations between two simple 

spatial entities A and B are transformed into point set 

topology problems, in terms of the intersections of A's 

interior and boundary with B's interior and boundary. It 

means that spatial relationships are calculated by the matrix 

where column are indexed with the interior, exterior and 

boundary of the first entity the, row are indexed with the 

interior, exterior and boundary of the second entity and 

each cell contains a Boolean value indicating whether the 

row attribute intersects the column attribute. 

In Figure 1, we applied Egenhofer’s model to identify how 

many and which different topological arrangements exist 

between two objects represented by cubes. We identified 

six different arrangements which are labeled Op1-Op6. 

  

Op1 Op2 

  

Op3 Op4 

  

Op5 Op6 

Figure 1. Visual compositions by 3D icons, as generated by 

Egenhofer’s 9-intersection matrix 

The same approach has been used to identify the possible 

arrangements between a pair of 2D icons. Also in this case, 

we recognized six different arrangements, as depicted in 

Figure 2.  

The set of topological relationships most commonly used in 

a GIS is part of the standard specification issued by the 

OpenGeospatial consortium [7] and includes Equals, 

Disjoint, Touches, Within, Overlaps, Contains, Crosses and 

Intersects. Given two spatial entities g1 and g2, therefore: 

 Disjoint is TRUE if the intersection of g1 and g2 is the 

empty set. 

 Touches is TRUE if the only points in common 

between g1 and g2 lie in the union of the boundaries of 

g1 and g2. 

 Within is TRUE if g1 is completely contained in g2.  

 Overlaps is TRUE if the intersection of g1 and g2  

results in a value of the same dimension as g1 and g2 

that is different from both g1 and g2. 

 Crosses is TRUE if the intersection of g1 and g2 

results in a value whose dimension is less than the 

maximum dimension of g1 and g2 and the intersection 

value includes points interior to both g1 and g2, and the 

intersection value is not equal to either g1 or g2. 

 Intersect is a convenience predicate, namely it is TRUE 

if the intersection of g1 and g2 is not empty. 

 Contains is a convenience predicate, that is it is TRUE 

if g2 is completely contained in g1. 

 

  

Op7 Op8 

  

Op9 Op10 

  

Op11 Op12 

Figure 2. Visual compositions by 2D icons, as generated by 

Egenhofer’s 9-intersection matrix  

3. USER STUDY 
The 3D and 2D icons arrangements described in the 

previous section have been used in a usability survey 

aiming to verify effectiveness of those representations for 

posing topological queries.  

The aim of the survey was twofold. On one hand, we 

wanted to find out a satisfactory matching between visual 

compositions (Op1-Op12 above) and topological 

relationships in order to define an interpretative model as 

precise as possible. Such work represents an important 

prerequisite for improving the quality of the interaction in 

visual query systems where visual compositions represent 

geometric objects and their relations.  

On the other hand, we wanted to perform a comparative 

usability study evaluating the 3D composition approach 

against the traditional 2D approach. 
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3.1 Apparatus and procedure 
A sample of twenty users was involved in the evaluation. 

We selected twenty participants including  students and 

researchers of the Department of Matematica e Informatica 

of the University of Salerno. The subjects were males and 

females between the ages of 20 and 50; all of them were 

usual PC users and were familiar with GIS technology and 

the notion of topological relationship. We randomly divided 

subjects into two groups (named A and B, in the following) 

of ten people each. The experiment was conducted 

separately with groups A and B, in a quiet classroom after 

courses.  

We  adopted a between-group evaluation process and split 

the experiment into two sessions: 

 In the first session, group A operated on 3D icons only, 

while group B managed 2D icons only, and were asked 

to assign resemblance scores to the considered visual 

compositions. 

 In the second session we both groups were asked to 

simulate the given scenarios performing 3D query 

composition tasks and as well as the 2D counterparts.  

Within each group, in order to avoid biases, tasks and 

conditions were submitted in different order to participants. 

A lap-top computer was used for displaying the visual 

compositions, which were built using a custom application 

implemented for the survey. In order to record the 

interaction on the screen and the subjects’ comments, we 

used the Camtasia Studio™ software by Techsmith ™. The 

survey team was present during testing and included a test 

assistant and an observer/note-taker. We wrote a script that 

the test assistant read to each participant in order to provide 

a common background.. 

3.2 The Tasks  
The two sessions of the experiment were carried out on two 

different kinds of tasks.  

All the tasks were related to a realistic situation where the 

participant was asked to play the role of a tourist who had 

to identify some locations of a point of interest in a map. 

Then, the following scenarios were considered, which 

involved the most common topological relationships: 

S1. Equals. You have two layers Bars and Tobacconist. 

You are a tourist visiting the city of Rome, you want to 

know which bars are also tobacconist. 

S2. Within. You have two layers, Bars and District. You 

want to know which bars are inside the district of 

Parioli. 

S3. Crosses. You have two layers, Rivers and Roads. You 

want to know which roads pass through the Tevere 

river. 

S4. Disjoint. You have two layers, Bars and Districts. You 

want to know which bars are outside the district of 

Parioli in Rome. 

S5. Touches. You have just the District layer. You want to 

know which districts confine with the district of Parioli. 

S6. Intersect. You have two layers, Rivers and Districts. 

You want to know which district is partially covered by 

a river. 

S7. Crosses. You have two layers, Bars and Museums. You 

want to know which districts contains some museums. 

During Session 1, subjects from Group A were asked to 

consider, for each scenario, all possible 3D visual 

compositions of icons (see Fig.1) and associate with them 

resemblance scores indicating their degree of 

appropriateness with respect to the topological relationship 

expressed by the considered scenario.  

In a separate room, subjects from Group B, were asked to 

associate with each, a set of resemblance scores indicating 

the appropriateness of bi-dimensional arrangements, as 

depicted in Fig 2. 

The scale for the resemblance parameter was set from 0 to 

10, where 0 was associated to the value it does not 

correspond to the topological relationship and 10 was 

associated to the value it fully corresponds to the 

relationship. 

In Session 2, subjects from Group A  were asked to 

consider scenarios S1-S7 and to perform the required tasks 

using 3D arrangements, while subjects from Group B 

performed 2D composition tasks. The goal of this  session 

was to perform a comparative evaluation of the degree of 

user's satisfaction with respect to the 3D  and 2D 

composition approaches. This was achieved by combining a 

'think-aloud' technique with the submission of a user 

questionnaire. The think-aloud technique consisted in 

encouraging subjects' comments during their query 

composition tasks, while making appropriate annotations. 

Upon task completion, the subjects were invited to 

complete a questionnaire, meant to estimate users' 

satisfaction. 

4. Evaluation Results 
In this section, we describe results of our experimental 

study.  

Session 1. Resemblance Evaluation  

The results of the first session are shown by means of the 

bar diagrams described from Figure 3 to 9. Results are 

grouped for relationship, that is, given a topological 

relationship, the resemblance scores of Op1-Op12 for that 

relationship are put together and represented by a bar chart 

in order to understand which 2D and 3D representations 

best fit that relationship. Percentage represented in the bar 

chars are further divided into two sets:  

1. a set of red bars showing which 3D visual composition 

best fits the relationship considering Op1-Op6, and 

finally, 

2. a set of yellow bars showing which 2D visual 

composition corresponds to the relationship.  

Percentages are calculated by summing, for each task, the 

resemblance values submitted by all the subjects; the sum is 
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then normalized, assigning 100% to the overall sum of all 

the resemblance values assigned by the subjects for all the 

relationships. 

 

Figure 3. These results indicate the correspondence degree 

between the Equals task and the operations as depicted in Figures 

1 and 2.  

As for the Equals relationship, the predominant values of 

the two sets are related to the Op5 and Op8 operators, 

whose values are 32 and 42, respectively. It means that 

people who arrange 3D icons as shown in Op5 for 

representing examples of the Equals are only the 32-percent 

of cases. A more interesting value concerns with the Op8 

operator. However, the resemblance trend of operations in 

Op1-Op6 is flatter than the trend of the set composed by 

operations in Op7-Op12. From a mathematical point of 

view, it highlights the fact that the standard deviation of the 

first set (8) is lower than the standard deviation of the 

second set (15), namely, that the Equals operation may be 

easily confused by any operation belonging to the first set, 

while just with Op8 and Op11 of the second set. 

In order to measure the correlation between three-

dimensional and bi-dimensional visual arrangements we 

used the index of correlation of Pearson 

The Pearson’s correlation index of two statistic variables X 

and Y is defined as the ratio between the covariance and the 

product of X, Y standard deviations.  

. 

where the numerator is the covariance, while the 

denominator is the product of the standard deviations.  

The r value may range between -1 and +1. 

For  the value equals to 1 the direct correlation is 

maximum, for the value equals to-1 is maximum the inverse 

correlation and for values equals to 0 data are not 

correlated.  

As for the Equals relationship, the correlation index 

between bi-dimensional visual representations and three-

dimensional visual representations is 0.59. 

 

Figure 4. These results indicate the correspondence degree 

between the Disjoint task and the operations as depict in Figures 1 

and 2.  

Results concerning with the Disjoint relationship as 

summarized in Figure 4. In this case, 2D and 3D 

representations are very similar, in fact, two important 

values, 100 and 77, may be easily identified by the Op2 and 

Op8 operations. With regards to the 2D representation, Op2 

is the only operation which may be associated with the 

Disjoint relationship, it means that this kind of arrangement 

will be always interpreted in the same way. As for 3D 

arrangements, the Disjoint relationship is not fully 

associated with just one operation, and some other 

associations have been quite relevant, as an example the 

Op9 operation will be indicated as the Disjoint relationship 

by the 12-percent of users. 

In this case, the correlation index of Pearson is higher with 

respect to the Equals relationship. This is to say, 0.99. 

The diagram shown in Figure 5 highlights that Op3 and 

Op9 are the most important operations associated with the 

Touches relationship. 

 

Figure 5. These results indicate the correspondence degree 

between the Touches task and the operations as depict in Figures 1 

and 2.  
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In particular, Op3 is the most relevant among the 3D 

arrangement while Op9 is the most relevant for the 2D. 

Other significant values exist for both the arrangements but 

no one can be effectively compared with the diagram picks. 

Anyway, the sum of choices different from the picks is 

close 40-percent, namely four person of ten make a 

different choice with respect to the principal. 

The Pearson’s index value, in this case, is 0.99, similar to 

the Disjoint relationship. 

 

Figure 6. These results indicate the correspondence degree 

between the Within task and the operations as depict in Figures 1 

and 2.  

A very dispersed distribution exist for the Within 

relationship. As a matter of fact, three associations may be 

considered as correct interpretations for each group, namely 

Op4, Op5 and Op6 for the 3D arrangements and Op10, 

Op11 and Op12 for the 2D. It means that both the visual 

representations are not able to provide with an arrangement 

for univocally determining this kind of relationship. 

By measuring the correlation between 3D and 2D 

arrangements also in this case we have found out that 

corresponding operation are very similar. It causes that the 

Pearson index is about 0.91. 

A very interesting result concerns with the Crosses 

relationship. In fact, in this case, the 3D visual 

representation allows users to better univocally identify a 

specific operation than the 2D iconic representation. As a 

matter of fact, 3D arrangements has a pick for the Op1 

operation whereas all the 2D operations are very close to 

their average (17). It is even highlighted by the fact that the 

standard deviation of 2D is just 3.6 whereas 16.63 is for 3D. 

Anyway, even though there are so many differences 

between the two visual arrangements, the Pearson’s index is 

high enough, that is 0.61, which implies a sufficient 

correlation. 

 

Figure 7. These results indicate the correspondence degree 

between the Crosses task and the operations as depict in Figures 1 

and 2.  

The Contains relationship is interpreted similarly to the 

Within relationship, probably because the first one is 

specular with respect to the second one, so the same 

discussions are valid. The same arrangement distribution 

also implies a similar Pearson index, namely 0.97. 

 

Figure 8. These results indicate the correspondence degree 

between the Contains task and the operations as depict in Figures 

1 and 2.  

As for the Intersect relationship, it is possible to note that 

more or less all the operations except Op2 and Op8 are 

quite close. It means that there is no one operation which 

can be used to represent the meaning of the Intersect 

relationship. However, this result is quite obvious because 

for definition the Intersect is the opposite of the Disjoint 

relationship which has been univocally identified by the 

Op2 and Op8 operations and now are set to 0. 

Finally, we measured the correlation between these pair of 

arrangements. As with previous cases, the mental model of 

users does not recognized particular differences between 

2dD and 3D, and therefore, the index of Pearson is higher 

enough, namely 0.87. 
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Figure 9. These results indicate the correspondence degree 

between the Equals task and the operations as depict in Figures 1 

and 2. 

Session 2.User's Satisfaction 

In order to estimate the overall user satisfaction with the 3D 

composition approach, a think-aloud technique was 

adopted. During task performance, subjects were observed 

by an evaluator, who encouraged comments and took 

annotations. Moreover, upon completion of all that tasks, 

each subject was asked to fill-up a questionnaire, which 

aimed at measuring the degree of preference of one 

approach with respect to the other.  

For the sake of brevity we do  not report the details of this 

part of the experiment. However, the collected results 

revealed that user's degree of satisfaction is positively 

influenced by adoption of a 3D composition approach. 

Since user's satisfaction is to be considered a crucial 

usability factor, together with efficiency and efficacy, we 

may conclude that the adoption of three-dimensional icons 

in the composition of spatial queries better supports user's 

understanding and deployment of the given system. 

5. Conclusion 
In this paper, we presented a comparison between 2D and 

3D icon visual arrangements for representing topological 

relationships as defined by the OpenGeospatial Consortium 

in [7]. The result of this experiment has proved that there 

are no substantial differences in the subject mental model 

for expressing this kind of relationships. Of seven 

comparisons just two may be considered partially correlated 

because their Pearson’s correlation  index are 0.59 and 0.61, 

the other ones are higher than 0.90, which implies a very 

strong correlation. In the following table, we summarize the 

result correlation values for each relationship. 

The final row shows the mean of the correlation indexes. 

This value gives a summarizing value which highlight the 

correspondence between the two visual arrangements. 

Table 1 Pearson’s correlation indexes 

Relationship Correlation Index of Pearson 

Equals 0.59 

Disjoint 0.99 

Touches 0.99 

Within 0.91 

Crosses 0.61 

Contains 0.97 

Intersect 0.87 

Mean 0.85 
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Abstract:  We describe the design of a visual application generator, which creates customized interfaces that 
can be easily modified and deployed. With this visual application generator, the user can specify the 
requirements using an easy-to-understand iconic language. Unlike most other visual programming 
languages the icons are allowed to have multiple meanings. This unique feature makes our tool easy to use by 
the end user.  The visual application generator for the chronobot is described in detail, including the 
customized syntactic/semantic rules to translate visual sentences into the application program. 

 
 

 
1. Introduction 

 

In this paper we describe a visual application 
generator designed based on the visual language 
theory.  There are several advantages: First, 
using a visual language to describe the problem 
for the application generator is more concrete, 
direct, and convenient than using text. Second, 
users can express their ideas more easily and 
freely in the 2D space available. Third, our tool 
provides a reconfigurable user interface which 
makes full use of commercially available code 
generation toolkits to provide a general purpose 
visual application generator. Fourth, the tool 
enhances flexibility by supporting dynamic 
addition/removal of icons (the building blocks of 
visual sentences) while using the same parser in 
the core. Last but not least, the icons can have 
multiple meanings, which are automatically 
disambiguated by the parser so that the tool is 
easy to use by the end user. 
 
We try to make this tool a general purpose visual 
application generator that can be customized and 
retargeted for different application domains.  
However, the target application of this tool is the 
chronobot project.  
 
A chronobot is a device for storing and 
borrowing time [4].  Using the chronobot one 
can borrow time from someone and return time 
to the same person or someone else.  It is a 
convenient device for managing time. The 

underlying premise of the chronobot is that there 
is a way to exchange time and knowledge.  For 
example one spends time to acquire knowledge 
and later uses this knowledge to save time. A 
group of people can also find some means to 
exchange time and knowledge. Thus the 
chronobot is a device to facilitate the exchange 
and management of time and knowledge for the 
benefits of a community.  
 
The chronobot was implemented as a web 
service and applied to e-learning (for learners to 
exchange tutoring time and course-related 
knowledge), job placement (for job seekers to 
find temporary/permanent jobs and exchange job 
seeking knowledge) and senior citizen care (for 
health care providers and family members to 
exchange health care service and knowledge).  
For the quick deployment of the chronobot 
service it is desirable to have a chronobot 
application program generator. An application 
generator is a software program that generates 
application programs from intuitive descriptions 
of the problems to be solved, rather than by 
traditional programming methods. It enables 
users to quickly create a program of their own 
with minimal effort and little programming 
knowledge. With an application generator, a 
user only needs to specify the steps required for 
his or her program, with very little or even no 
codes to be written.  In what follows we describe 
the user interface (Section 2), the visual 
language (Section 3), the visual application 
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generator (Section 4) and an experimental 
system (Section 5) in detail. 
 
2. The User Interface 
 
The visual application generator’s user interface 
is shown in Figure 1. It provides the users with a 
panel and buttons with icons. Using this user can 
compose iconic sentences. The iconic sentence 
is composed in a 2D space using Hor, Ver, and 
Overlay operators on two icons or two sentences 
or on icon and sentence. Since there is no grid to 
restrict the programmer, he/she is free to place 
icons anywhere on the screen. The onus is on the 
programmer/user to specify the groupings. For 
instance, if the user wants to write icon1 hor 
icon2, the user must utilize the hor-group 
operator provided in the editor. The operators 
are color coded for convenience: the horizontal 
operator is colored in blue, the vertical operator 
in yellow and the overlay operator in red.   

Figure 1. The user interface. 

After the user has finished composing the iconic 
sentences, the parser parses the icons (tokens) to 
check for syntax and semantics. It returns the 
groups of icons that form distinct sentences or 
the icon that is responsible for an error if any. 

The tokens are the output from the visual editor.  
Embedded in the visual sentence parser is a 
grammar definition for the iconic language. The 
visual sentence is parsed by the parser, which 
creates a simple parse tree and the code 
generator takes on from there. 
 
3. The Visual Language 
 

A visual language is a set of visual sentences. 
Each visual sentence is a spatial composition of 
object icons and/or operation icons. It represents 
a complex conceptual entity or a sequence of 
operations. An icon I is represented in the 
following form: ),( PMIMI = , where IM and 
PM are the physical image and the set of 
semantic meanings or the attributes of icon I 
respectively. Each icon can have a single 
physical image and multiple attributes. If the 
corresponding attributes of two icons are 
matching based on some definite operations, a 
new meaning will be generated as the result of 
combination. Thus, depending on their 
attributes, several icons could be combined by 
operators to generate a visual sentence. 

The general domain-independent spatial icon 
operators are Ver (for vertical composition), 
Hor (for horizontal composition), Ovl (for 
overlay composition) and Con (for conceptual 
composition). The first three are implicitly 
represented in the spatial relation between the 
two icons, while the last one is explicitly 
represented as a connected line and often used to 
connect two concepts.  

In our work we replace the last conceptual 
composition operator with a group operator 
Grp  to represent the group composition. The 
usage of this Grp  operation is similar as the 
usage of bracket in mathematical expressions. If 
we specify that some icons are in one group, 
these icons will be parsed first. Thus, the group 
operation allows us to make several icons into a 
group with high priority. This group will be 
regarded as a new entity in the rest of the 
parsing process.  

The icons may have multiple meanings. Such 
ambiguous icons are disambiguated when the 
icons are combined with other icons by the 

Horizontal 

Overlay 

Vertical 
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operators. For example the icon “hammer” 
means either “bid” or “place a bid” depending 
on its position. If the icon “hammer” is used as 
the first operand of the vertical, overlay or 
horizontal operator its meaning is “bid”. If it is 
used as the second operand its meaning is to 
“place a bid”. In general icons can be 
disambiguated depending on what other icons 
are present, what operators are applied to them, 
and their positions as operands. The user can 
freely enter a visual sentence and the parser will 
generate the translated sentence and present the 
sentence, or the code, to the user for verification 
purpose. After a while the user will gain an 
intuitive understanding on how to use the icons 
to compose visual sentences. 

3.1. Syntax 

In order to design the visual interface of the 
application generator we define a context-free 
grammar, which could be customized for 
different applicant areas such as Chronobot, 
Chinese characters, etc. The grammar is defined 
as: ),,,,( RsOPXNG =  

where N is the set of non-terminals, X is the set 
of the terminals (or icons), OP is the set of 
spatial relation operators, s is the start symbol, 
and R is the set of production rules [A].  

Based on the above definition, we further define 
a context-free grammar. To describe the 
grammar directly, we used the pair of bracket 
symbols […] to represent the Grp operation. We 
also defined the priorities for the four operations 
in decreasing order: Grp > Ovl > Ver > Hor.  

N (non-terminal set) := {Sentence, Term, 
Factor, Group}  

X (terminal set) := {icon} 

OP (operator set) := {Ver, Hor, Ovl, [ ]} 

s (start symbol) := Sentence 

R (production rules set) := { 

 Sentence := Sentence Hor Term | Term 

 Term := Term Ver Factor | Factor 

 Factor := icon Ovl Group | Group 

 Group := icon | [Sentence] 

} 

In this grammar, we could group the icons in 
sequence together by using the operation [ ] 
first, and then we could take this group as a new 
icon which can be arranged with other icons to 
build up valid sentences with any complexity.  

3.2. Semantics 

We introduce the semantic rules for the above 
grammar in two parts. Firstly, the general 
attributes of terminals and non-terminals are 
described. Secondly, the semantic rules for 
computation are described based on the 
definitions of attributes. To simplify the 
descriptions, the terminals and non-terminals 
will be both called as objects. 

3.2.1. Attributes of terminals and non-
terminals 

There are two types of attributes in this 
grammar: unitary ones and binary ones.  

A unitary attribute represents the meaning of 
current object when it is used alone without any 
syntactic operation. At most time, it represents 
the direct meaning, such as “what it looks like” 
and etc. Thus, we used .meaning as the unitary 
attribute.  

The binary attribute is to represent the meaning 
of current object when it is in a syntactic 
operation. Since each syntactic operator has only 
two operands, the binary attribute of an object 
must be able to distinguish the different 
locations where the object is in. For each object, 
it has two binary attributes op1 and op2 related to 
one syntactic operation. opi means the object is 
the i-th operand in the current operation op.  

3.2.2. Semantic rules  

We are interested in three types of semantic 
operators: likeness, location and conceptual 
joint. Likeness means that what the icon looks 
like, which is related only to a single icon. 
Location means that the different locations of 
icons represent different meanings. Location 
operator is corresponding to the overlay 
operation of two icons. Conceptual joint 
operation means that linear combination of two 
icons represents the concept. This operation is 
represented by vertical or horizontal operations.  
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The general descriptions for the above three 
semantic operations are as listed in the Table 1:  

Semantic 
Operation 

Likeness Location Concept 
Joint 

General 
Description 

Get the 
direct 
meaning 
of current 
object 

1. get 
locati
on of 
I1, 
then 
can 
get 
the 
attrib
ute 
.ovl1 

2. get 
locati
on of 
I2, 
then 
can 
get 
the 
attrib
ute 
.ovl2 

3. new 
attrib
utes = 
I1.ovl
1 + 
I2.ovl
2 

1. get 
location 
of I1, 
then get 
the 
attribut
e 
.hor1/.v
er1 

2. get 
location 
of I1, 
then get 
the 
attribut
e 
.hor2/.v
er2 

3. new 
attribut
es = 
I1.hor1/
ver1 + 
I2.hor2/
ver2 

Table 1. General Description of Semantic 
Operations. 

Thus, we define the semantic rules as in Table 2, 
the symbol .attributes means the set of all 
attributes to the current object.  

Seq. Syntactic rules Semantic rules 
1 Sentence := 

Sentence Hor 
Term 

Create a new object R; 
Sentence.attributes =  

Sentence.hor1 + Term. 
.hor2; 
Return R; 

2 Sentence := Term Create a new object R; 
Sentence.attributes = 
Term.attributes; 
Return R; 

3 Term := Term Ver 
Factor 

Create a new object R; 
Term.attribues = Term.ver_1 + 
Factor.ver_2 
Return R; 

4 Term := Factor Create a new object R; 
Term.attribues = 
Factor.attribues 
Return R; 

5 Factor := Group 
Ovl Group 

Create a new object R; 
Factor.attribues = Group.ovl_1 
+ Group.ovl_2 
Return R; 

6 Factor := Group Create a new object R; 
Factor.attribues = 
Group.attribues 
Return R; 

7 Group := icon Create a new object R; 
Group.attribues = 
icon.attribues 
Return R; 

8 Group := 
[Sentence] 

Create a new object R; 
Group.attribues = 
Sentence.attribues 
Return R; 

Table 2. Semantic Rules. 

 
4. The Chronobot Application Generator 
 
In this section we will take the Chronobot as an 
example to illustrate how the grammar and 
semantic rules work for a particular application. 
These rules are generated from the grammar 
described in Section 3, with some special 
characteristic for the Chronobot application. In 
other words, the grammar we defined above is 
general to many applications. But for each 
specific application, we can customize the icon 
definitions and semantic rules.  
 
4.1. The Visual Language 
 
4.1.1. Syntax 
 
In the Chronobot application, there are two types 
of functionalities. The simple one describes only 
one user action, while the other one describes 
more than one user actions. In other words, the 
second functionality, we call it complex action, 
is composed of several simple functionalities. 
Thus, we will describe the grammar for complex 
functionalities based on the description of 
simple ones. 
  
We are interested in three major functionalities 
of Chronobot application: add function (which 
adds something into others), list function (lists 
something required by users) and delete function 
(delete or remove some existing entity). We are 
also interested in the functionalities which could 
be represented by only one icon in the visual 
language. 
  
Derived from the generic grammar shown in 
Section 3, we defined a specific grammar for the 
Chronobot application as follows. The valid 
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visual sentence should be simple or complex 
functionalities. We will use the symbol CSimple 
to represent the simple ones, and CComplex for 
the complex ones. Also, the terms  as Add_X in 
the following grammar represent the add 
functionality, and the same for List_X, Delete_X 
and etc. The operations are the same as them in 
the generic grammar. In order to differentiate 
from the generic definition, we use the terms 
begin with the capital letter C for the Chronobot 
application. We divided the grammar into three 
parts: 
  
(i) Description for valid visual sentence: 
CSentence := CSimple | CComplex 
 
(ii) Description for Simple functionalities: 
CSimple := Add_X | List_X | Delete_X | X 
Add_X:= Add_icon Hor X  
List_X := List_icon Hor X 
Delete_X := Delete_icon Hor X 
X := CIcon | CIcon Hor X 
 
Here, the term Add_icon, List_icon and 
Delete_icon represent the icons corresponding to 
the actions as their names shown.  
 
(iii) Description for Complex functionalities: 
CComplex := CSimple Ver CFactor 
CFactor := CSimple 
CFactor := CSimple Ovl CGroup 
CFactor := CGroup 
CGroup := [CSentence] 
CGroup := CSimple 
 
4.1.2. Semantics 
 
Before we describe the semantic rules for the 
grammar defined in section 4.1.1, we will first 
introduce two types of predicates. There are two 
similar predicates in each type. They are used to 
detect if the current object in the grammar rule 
has the corresponding attributes. The predicates 
are:  
 
Overlay Predicates is to detect if the current 
object cobj has the attributes ovl_1 or ovl_2. If it 
has, then the predicate will return a true value, 
otherwise it will return false.  
 
 

Vertical Predicates: is to detect if the current 
object cobj has the attributes ver_1 or ver_2. If it 
has, then the predicate will return a true value, 
otherwise it will return false.  
 
Based on the above two types of predicates, we 
will define the semantic rules for the grammar in 
Section 4.1.1 as shown in Table 3. We also 
divide them into three parts as before.: (i) 
description for valid visual sentence such as 
Rule 1 below, (ii) description for simple 
functionalities such as Rule 3 below, and (iii) 
description for complex functionalities such as  
Rule 12 below.  The following table gives 
details for the three examples of semantic rules. 
 

Seq. Syntactic rules Semantic rules 
1 CSentence := 

CSimple  
 

Create a new object R for 
sentence; 
CSentence.attributes = 
CSimple.attributes 
Return R; 

3 CSimple := 
Add_X  

Create a new object R for 
CSimple; 
CSimple.attributes = 
Add_X.attributes; 
Return R; 

12 CComplex  
:= 

CSimple Ver 
CFactor  

Create a new object R for 
CComplex; 
If ((Ver_1(CSimple) == 
True)  

&& 
(Ver_2(CFactor) == True))  
then 
 CComplex.attribues = 
CSimple.ver_1 + 
CFactor.ver_2 
Return R; 

Table 3. Three examples of semantic rules. 

 
4.2. An Example 
 
To demonstrate the expressiveness of the 
grammar, we give a specific example, which is 
related to the Chronobot application [C]. There 
are three related icons in this example:  

Icon_room , Icon_list , Icon_hammer .   
 
The semantic attributes for each icon is as 
following (the symbol “/” means that there is no 
corresponding semantic meaning for the 
attribute by far, but may be used for error 
detection in the future):  
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Icon_room Icon_list Icon_hammer 
{ { { 
Hor1 : Hor1 : List Hor1 : Bid 
Hor2 : Hor2 : / Hor2 : Place 

a Bid 
Ver1 : Ver1 : / Ver1 : Bid 
Ver2 : Ver2 : / Ver2 : Place 

a Bid 
Ovl1 : Ovl1 : / Ovl1 : Bid 
Ovl2 : Ovl2 : / Ovl2 : Place 

a bid 
Meaning 

 
 
Room 

Meaning / Meaning / 
} } } 

Table 4. Semantic attributes for the icons. 
 
Thus, the syntactic structure for the generated 
sentence “List all the bid rooms I placed a bid” 
could be represented as:  

(Icon_list Hor Icon_hammer Hor Icon_room ) 
Ovl Icon_hammer. 

Figure 2 shows the parse tree for this syntactic 
structure, where each node represents a terminal 
or non-terminal and each arc represents an 
operation between nodes.  
 

Figure 2. Syntactic Structure for the Example 
Sentence. 

 
The above parse tree is what will be generated 
by the VLParser. A subsequent traversal of the 
parse tree will relay the results of the parser to 

the code generator. In the case of the previous 
example, the output from the parse tree traversal 
will be: 
 
Icon-list.hor_1 Icon-hammer_hor_2 Icon-
room.hor_2 Icon-hammer.ovl_2. 
 
Invoking the names of the corresponding 
attributes, the sentence will be read as list 
bid_room room if bid=true. This sentence can 
be read as list all bid rooms for which the 
condition place bid is true. The visual sentence 
is shown in Figure 3. 
 
Figure 3 shows a sample screen dump. Icons 
within the same semantic unit are grouped under 
one color. Currently it is the user responsibility 
to specify the groups. This was found to be the 
easiest way of developing the interface since 
parsing is done in multiple directions. The only 
other alternative was to have the system try all 
acceptable ordering, which would obviously not 
be efficient if the number of icons in the 
sentence are beyond a certain number and the 
sentence employs multiple operators. For 
instance, the coding of the above example will 
be as follows: [1 HOR 2 HOR 3] OVL [2] where 
‘1’ refers to the first icon “list”, ‘2’ the second 
icon “hammer” and ‘3’ the third icon “room”. 
 

 

Figure 3. Visual sentence (upper box) and screen 
dump for code (lower left box). 
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5. An Experimental System 
 

The experimental system comprises the visual 
language editor, the parser and the application 
generator. The experimental system serves as a 
proof-of-concept prototype. The visual editor 
takes in the user/programmer’s input, converts it 
to a string of tokens which is then passed to the 
parser and subsequently the code generator. In 
our example, the code generator is a web-page 
generator that builds dynamic pages with “jsp.”  
 
In this section we describe the screen dumps of 
the examples shown in Section 4. The first 
example is list bid rooms.  It consists of three 
icons: icon_list, icon_hammer and icon_room 
grouped by the ‘horizontal’ operator.  The 
second example is bid and remove bid. This 
example uses two distinct icons; icon_hammer 
(for bid) and icon_delete (for delete). The 
sentence for this example is icon_hammer ver 
[icon_delete hor icon_hammer], where the ‘ver’ 
operator stands for conjunction. To form this 
sentence with the visual editor, the 
user/programmer selects the appropriate icons, 
arranges them in the correct order and envelops 
them in the required operator from the ‘Tools’ 
menu. In this case icon_delete and icon_hammer 
will be placed in a ‘Horizontal’ operator which 
for the following group: [icon_delete hor 
icon_hammer] (1). The next step is to enclose 
(1) and the stand-alone icon_hammer in the 
‘Vertical’ operator, signifying a conjunction, 
resulting in [icon_hammer ver [icon_delete hor 
icon_hammer]]. 
  
The following figures show the Visual editor’s 
screen dumps.  Figure 4(a) shows the screen 
dump for the process of creating the icon groups 
for [icon_list hor icon_hammer hor icon_room] 
while Figure 4(b) shows the screen dump for 
[[icon_hammer] ver [icon_delete hor 
icon_hammer]]. In the code window 
superimposed on the editor, the resulting token 
string is represented as a combination of 
numbers. These numbers serve as indices to the 
icon definition structure array for the parser. 
This was found to be the easiest implementation. 
The parser uses the index to retrieve the 
corresponding icon definition from the array. 
 

  
Figure 4(a) 

 
Figure 4(b) 

 
 
The parser and the code generator work in the 
background. After the visual coding phase, the 
result (in the superimposed code window) is fed 
to the parser which produces an output of the 
form: bid and delete bid, for the sentence in 
Figure 4(b). 
 
 
6. Discussion and Future Work  
 
There are many visual programming approaches 
[2, 3, 8]. Our work is more closely related to the 
following three: Chimera, which is a visual 
programming system for the end user based 
upon the concept of program-by-examples [6]; 
Viper, which is a general-purpose visual 
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programming environment based on the data-
flow model with a fully programmable 
interpretive command language to define the 
flow graph operators [1]; and Hi-Visual, which 
is a iconic programming system based upon 
icons [5]. The major difference between these 
approaches and ours is that in our approach the 
same combination of icons can have several 
different meanings, and the meanings are 
determined by the parser. In other words, in our 
approach ambiguity in the visual expression is 
regarded as a virtue rather than a vice.  It 
simplifies the user’s task of specifying the 
application program. In this regard our work is 
influenced by Minspeak, which is a visual 
language for augmentative communication using 
multiple-meaning icons [7]. The difference is 
that Minspeak is a linear visual language while 
our visual language is two-dimensional. 
 
When new functions are to be added to an 
application, the user can enrich the icons by 
assigning them new meanings. For example the 
icon “hammer” together with the icon “user” can 
be assigned a new meaning “select a bid”.  The 
user interface can be extended to allow user’s 
enrichment of icons. The user can assign 
multiple meanings to an icon in the enrichment 
process. However at the end such ambiguity will 
have to be resolved by the user and a well-
defined application program is generated. This 
unique feature makes our tool easy to use by the 
end user. 
 
An open research topic is whether the user can 
be assisted in the systematic introduction of new 
meanings to an icon, for example the first 
operand always signifying one thing, and the 
second operand signifying another.  The explicit 
specification of such rules will lead to a 
“universal icon algebra”.  However one can also 
argue against such an approach because it will 
ultimately restrict the creative use of ambiguity. 
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Abstract 
This paper addresses the issue of co-evolution of users 
and systems in the web era and discusses an approach 
to designing web applications that support this co-
evolution. The approach is illustrated through the 
design of a web portal for accessing, managing and 
annotating documents about the Valchiavenna 
territorial district, in Northern Italy. Users may 
perform End-User Development activities, so that the 
collaborative creation of knowledge and tailoring of 
tools to manage this knowledge are possible. 

1. Introduction 
It is widely acknowledged that during the usage of a 
system, both users and systems evolve [1], [2], [5], 
[11]. Nielsen says that “using the system changes the 
users, and as they change they will use the system in 
new ways” [11]. For Norman “the individual is a 
moving target” [12]. As a consequence, a design of an 
interactive system may be good today but no longer 
appropriate tomorrow. Once people gain proficiency in 
system usage, they would like to use the system in 
different ways and need different interfaces than those 
they required when they were novice users. The 
system must also evolve to cope with these new needs, 
thus co-evolution of users and systems occurs. The 
traditional approach is that software engineers take 
care of system evolution, but this takes a lot of time 
and other resources. Our goal is to allow users to 
modify and evolve the system according to their 
changing needs and to the task to be performed.  

We have proposed a model of Interaction and Co-
Evolution processes (ICE model) that is used as a 
unifying framework to help to identify the causes of 
interaction difficulties affecting software systems [5]. 
This model is at the base of an approach to designing 
novel interactive systems capable of supporting people 
activities and fostering users and systems co-evolution, 
leading to a profound re-examination of the way 
interactive systems are designed. Software engineers 
and Human-Computer Interaction (HCI) experts have 
the possibility of collaborating with representatives of 

users to evolve the system.  
End-User Development (EUD) is a new research 

area that aims at empowering people to create and/or 
modify software artefacts [4] [15]. In order to support 
the co-evolution of users and systems, we should 
develop systems that permit EUD activities (called 
EUD systems hereafter), so that the collaborative 
creation of knowledge and tailoring of tools to access 
and manage this knowledge are possible.  

In this paper, we focus on EUD systems accessible 
via the web. The web was actually developed by 
Berners-Lee to provide researchers with an 
environment through which they could collaborate. 
But those researchers were physicists and were 
familiar with computers, so they were able to 
understand the same system language. Nowadays, web 
systems are used by very different users, but with the 
same wish to collaborate among themselves to 
overcome spatial and temporal distances. Even in the 
same application domain, the users are very different 
due to various reasons: a) different culture, skills, 
specific abilities (physical and/or cognitive) and tasks; 
b) different roles in performing work activities; c) 
different context of activity and geographical 
dispersion. 

Because of the diversity of users, the challenge is to 
ensure the universal access and universal usability of 
interactive systems. The slogan “one fits all” cannot be 
applied to the user interface since it is well known that 
different users experience many difficulties when they 
interact with an interface not tailored to them. In the 
last few years, we have developed a design 
methodology that addresses this challenge by 
providing different communities of users with software 
environments that they may access and manipulate by 
exploiting their own system of signs [6].  

In this paper we show how we applied this 
methodology to the design of the “Valchiavenna” 
portal. This is a web portal for accessing, managing 
and annotating documents pertaining to the territorial 
district of Valchiavenna (Chiavenna valley), in 
Northern Italy. The documents refer to tourism, 
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history, monuments, etc. They can be manipulated by 
users through various tools available in the portal. 

The paper is organized as follows. Section 2 
presents the web portal. Section 3 briefly reports the 
model of the Interaction and Co-Evolution processes 
(ICE model) occurring between users and interactive 
systems. Section 4 briefly describes the portal design 
and shows how co-evolution of users and systems is 
supported. Finally, Section 5 concludes the paper. 

2. Annotating documents through the web 
We describe herein the prototype of a web portal for 
accessing, managing and annotating documents 
concerning the territorial district of Valchiavenna. The 
portal provides all tools needed for retrieval, 
management and updating, through electronic 
annotations, of historical and tourist documents. An 
electronic annotation is a multimedia note that 
provides a comment or an explanation to a document 
or to a part of it [9]. The Valchiavenna portal 
implements an annotation tool to support single or 
cooperative reasoning on document content. Users can 
manage two types of electronic annotations: 
specialized annotations, whose content is certified by 
experts in a particular discipline; and personal 
annotations, being the stream of electronic annotations 
(in general, private) expressing users comments or 
observations on a specific document. The 
Valchiavenna portal is designed and developed to 
permit its evolution in order to satisfy the evolving 
user needs with respect to the portal behaviour and the 
knowledge accumulation. The portal is equipped with 
tools that allow users to enrich the knowledge base 
managed by the portal. This offers users a great 
possibility, but there needs to be a guarantee that the 
knowledge base will remain consistent and socially 
acceptable [11].  

The portal addresses different communities of 
users: 

visitors, whose goal is to access the documents they 
are interested in and to record their comments about a 
specific resource of interest through personal 
annotations, for personal or public use;  

publishers, whose task is to control knowledge base 
updating in order to guarantee the quality of the 
knowledge publicly available through the portal;  

experts, i.e., specialists in different fields like 
history, geology, etc., whose main task is to generate 
new contents relative to their own expertise, 
guaranteeing their consistency and correctness. 

Systems like the Valchiavenna portal are designed 
to support the evolution of knowledge in terms of 
accumulation and sharing of information (through 

annotations). Moreover, use of the system changes the 
way users access and manage information and creates 
new needs; the system itself has to evolve to face new 
users needs. As we will see in Section 4, the annotation 
tool we have developed permits knowledge 
enrichment, but it also supports evolution of the 
system, because it allows users to point out problems 
or needs in the system usage and hence to fix them.  

3. The ICE model 
In our work with end users, we found that several 
usability problems depend very much on the rigidity of 
interactive systems. Users want systems to be able to 
cope with the changes occurring in their activities 
and/or in their organizational context and to support 
the evolution of the knowledge shared in their 
application domain. The evolution of the 
organizational context and activities results in the need 
for new interaction tools and procedures, which must 
fit the user culture and be consistent, from the user 
point of view, with the pre-existing tools. The system 
must be able to support users in steering this co-
evolution process. However, the knowledge made 
available by the system also evolves as a result of the 
user activities. This evolution often requires the 
development of new knowledge management tools 
and/or the re-organization of the knowledge base. 
Again, the system should support users in steering this 
knowledge co-evolution process. These requirements 
dictate a profound revision of the way interactive 
systems are designed, identifying new theoretical 
foundations on which new approaches could be based. 
A model-based approach to the design of usable 
systems must then consider two processes occurring in 
a working environment augmented by the support of 
interactive systems: the human computer interaction 
process, i.e., the interactive use of the system occurring 
to perform activities in the application domain; the co-
evolution process occurring during the use of an 
interactive system.  

The ICE (Interaction and Co-Evolution) model we 
propose encompasses both interaction and co-
evolution processes, serving to identify the causes of 
interaction difficulties affecting software systems and 
to support co-evolution. The interaction process is 
modelled as a cyclic process in which the user and the 
interactive system communicate by materializing and 
interpreting a sequence of messages (the images on the 
screen in visual interaction) at successive points in 
time – i(t0), i(t1), ..., i(tn) – (see Figure 1). These 
messages are subject to two interpretations: one made 
by the user, depending on her/his role in the task, as 
well as on her/his culture, experience, and skills, and 
the second one internal to the system, associating the 
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image with a computational meaning, as determined by 
the programs implemented in the system (see Figure 
1). The emphasis given in this model to these two 
interpretations addresses a problem that arises in HCI, 
that is the communication gap between users and 
designers. The interpretation performed by the system 
reflects the designers’ understanding of the task at 
hand, implemented in the programs that control the 
machine. Designers develop the interactive system and 
focus primarily on the computational and management 
aspects, rather than on the users’ problems, so that the 
interaction language is often too general and machine-
oriented rather than situation and user oriented. In this 
way, users are forced to break the continuity of their 
reasoning in order to translate and express their 
problems and solutions in the computerized language. 

Some preliminary aspects of co-evolution were 
investigated in [10], actually described as co-
adaptation of user and system. Preliminary models 
were presented in [3] and [2]. Carroll and Rosson 
focused on a task/artefact loop and Bourguin et al. 
stated more explicitly it by observing that co-evolution 
also involves organizational contexts and technological 
changes. More specifically, the task/artefact loop in [3] 
implicitly referred to the co-evolution process by 
considering that software artefacts are produced to 
support some user tasks; however, such artefacts 
suggest new possible tasks so that, to support these 
new tasks, new artefacts must be created. This task-
artefact cycle is denoted as “cycle 1” in the ICE model 
in Figure 1, indicating a first co-evolution cycle. 
Technology advances offer computer scientists new 
possibilities of improving interactive systems once 
they are already in use: this leads to new interaction 
possibilities that might change end users working 
habits. For example, recently improved voice 
technology allows software engineers to add voice 
commands to their interactive systems and this might 

provide end users with a more easy and natural way to 
use the system. On the other hand, the user social and 
organizational context evolves over time, requiring 
new tasks and/or different ways of performing tasks. 
Therefore, technology and social and organizational 
contexts repeatedly affect each other: this is 
represented in our ICE model by a second co-evolution 
cycle, denoted as “cycle 2” in Figure 1. 

Software engineers are required to produce the tools 
to support the interaction and co-evolution processes. 
In other words, they must not only produce interactive 
systems supporting user activities, but also the tools 
that permit the system to evolve with user evolution. 

4. Designing for Co-Evolution 
A methodology for designing novel interactive systems 
capable of supporting people activities has already 
been presented in [4]. We illustrate here how it is 
exploited in the design of the Valchiavenna portal and 
show its capability of supporting the co-evolution 
process. 

In this methodology, software environments are 
designed by analogy with artisan workshops. Artisan 
workshops are small establishments where artisans, 
such as blacksmiths and joiners, manipulate raw 
materials in order to manufacture their artefacts. At 
each step of their activity, traditional artisans can 
extract from a repository the tools necessary for the 
current activity and set aside/put back those no longer 
needed. In this way, each artisan adapts the 
environment to her/his needs and has available all and 
only those tools needed in the specific situation. By 
analogy, a software environment is designed as a 
virtual workshop, in which the end user finds a set of 
(virtual) tools whose shape, behaviour and 
management are familiar to her/him. Such an 
environment allows end users to carry out their 
activities, adapt the environment and also create new 

Figure 1. The Interaction and Co-Evolution (ICE) model. 
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tools without any textual program code, but using 
direct manipulation activities and high-level visual 
languages tailored to their needs. Moreover, end users 
get the feeling of simply manipulating the objects of 
interest in a way similar to what they might do in the 
real world. Obviously, while traditional artisans shape 
real supplies, end users shape software artefacts. For 
this reason we call these environments Software 
Shaping Workshops (SSWs) [4].  

The SSW methodology provides each end user sub-
community with a workshop, called an application 
workshop, which supports them in their daily work. An 
application workshop is customized to users’ culture, 
background and skills, and can possibly be tailored by 
the users themselves, also by creating new artefacts 
[4]. Application workshops are not directly created 
(and successively evolved) by software engineers, but 
their design, development and modification are carried 
out, with a participatory approach [14], by a multi-
disciplinary team that, besides software engineers, 
includes domain experts, as representatives of end 
users, and HCI experts. Each member of the design 
team uses a particular type of workshop, called system 
workshop, customized to her/his culture, background 
and skills, in order to carry out the design, 
development and evolution of other workshops. 

According to the SSW methodology an interactive 
system is not conceived as a monolithic piece of 
software but as a network of SSWs. In general, a 
network is organized in levels:  

Meta-design level (the top level). Software 
engineers use a system workshop to create customized 
workshops to be used by other experts in the design 
team and to participate themselves in the design, 
implementation, and validation activities.  

Design level. HCI experts and end users (as experts 
of the application domain) cooperate in design, 
implementation, and validation activities. A design 
member belonging to the community X participates in 
the design using a system workshop created by the 
software engineers and customized to the needs, 
culture and skills of community X; the various experts 
design application workshops and also tailor their own 
system workshops. 

Use level. End users of the different communities 
cooperate to perform a task in their work practice; end 
users belonging to the community X participate in task 
achievement using an application workshop 
customized to their needs, culture, and skills. 

Both meta-design and design levels include all the 
system workshops that support the design team in 
performing the activity of participatory design. Such 
system workshops can be considered User Interface 
Development Environments (UIDEs) [13]. The novel 
idea is that these environments are very much oriented 
to the application domain and have specific 
functionalities, so that they are easy for experts who 
are not computer scientists to use. Domain experts and 
HCI experts perform design activities (creating, 
evaluating and modifying workshops) through direct 
manipulation, without needing to know any 
programming language.  

The Valchiavenna portal has been developed 
according to the SSW methodology as a network of 
software shaping workshops (see Figure 2). The visitor 
workshop, W-Visitor, at usage level, is the application 
workshop for accessing and managing tourism 
documents from a shared knowledge base, navigating 
among their linked resources and generating personal 
annotations. The design level includes system 

Figure 2. The SSW network for the Valchiavenna portal. 
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workshops for customizing and adapting the other 
workshops in accordance with the evolving knowledge 
and user needs. They are organized on three different 
layers according to the aspects they consider in the 
design: at the lower layer, the publisher workshop, W-
Publisher, is devoted to content publishing and 
validation aspects: it permits the publisher to control 
the knowledge base evolution and to certify the 
consistency and quality of its contents by validating 
specialized annotations as socially acceptable; at the 
middle layer, expert workshops (W-Expert1 and W-
Expert2 in Figure 2) are each devoted to specialists in 
a specific field (geology, history, ecc.), allowing them 
to access the shared knowledge base and to enrich it by 
designing and evolving new certified contents; at the 
top layer, system workshops (W-HCI, W-ReprExpert1, 
W-ReprExpert2, W-ReprPublisher and W-
ReprVisitor), devoted to HCI experts and 
representatives of end users, permit them to design and 
evolve the other workshops in the lower part of the 
network. Note that publisher and expert workshops are 
system workshops, since they enable not only the 
addition of new contents but also the design of 
adequate tools for accessing and using them. Finally, 
the meta-design level includes the system workshop 
for software engineers, W-SE, which allows them to 
generate and maintain all the SSWs in the network.  

In order to foster the co-evolution process, 
communication paths exist among application and 
system workshops (arrows in Figure 2). In this way, 
once the overall interactive system (all workshops of a 
network) is in use, the design team can have feedback 
of end user activities, new usages of the system and 
new procedures induced by the evolving organization. 
The design team can receives end user complaints and 
suggestions about the workshops they interact with as 
system annotations, i.e., electronic annotations the user 

associates with the system (and/or the interface) itself 
to denote a usability problem or a functionality to be 
evolved [9].. Based on these annotations, the design 
team updates (evolves) one or more application 
workshops, so that they will better fit the new user 
requirements.  

Figure 3 shows a screenshot of W-Visitor: it 
illustrates how the visitor “Andrea” can access various 
information regarding the map on the left. The spot on 
the map indicates that some information is stored in the 
knowledge base. Around the spot there are triangular 
widgets that, together with the spot, form the star 
operator. The visitor accesses this information through 
the star operator, thus seeing the specialized 
annotations associated to that point in the map. In 
Figure 3, the spot indicates the building “Palazzo 
Pretorio” in the Chiavenna town. By acting on the 
triangular widgets, the user has visualized the panels in 
Figure 3 that show two different pictures of the 
building and a textual description shown in the 
overlapping window at the bottom left. 

The visitor Andrea can also add his own note using 
the annotation bar at the top of each panel. The yellow 
emoticon on the building in the second panel from the 
left indicates that a personal annotation, created by 
Andrea, has been added. This annotation has been 
created through an annotation window shown in the 
centre of Figure 3. Andrea can then decide to submit it 
to the publisher in order to make it public and available 
to the whole community.  

Figure 4 shows a screenshot of W-Publisher. As we 
can see, the organization of the window is similar to 
the application workshop, but the toolbar on top of the 
left panel is different since it is tailored to a specific 
community of users. A publisher can enrich the 
knowledge base by associating specialized annotations 
with a document and by creating or updating the star 

Figure 3. Screenshot of the W-Visitor workshop showing how the user accesses a document, and the associated annotations. 
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operator to permit access to the new or modified 
contents. As an example, in Figure 4 the publisher is 
adding another widget to the existing star operator to 
provide visitors with new information. 

Moreover, to support the co-evolution, visitors and 
publishers can make a system annotation (by clicking 
on the button “A” at the bottom right in figures 3 and 
4) to require the design team to evolve their own 
workshop according to their evolved needs. 

5. Conclusions 
End User Development responds to a paradigm shift in 
interactive system usage. Nowadays, users need and 
demand to become knowledge producers rather than 
just consumers [7] [8]. To be effective, the process of 
knowledge production and evolution must be tuned to 
the user culture and not driven by the designer culture. 
User culture, however, is not a static body, but rapidly 
evolves under the evolution of ITC technologies, 
which in turn evolves due to the user culture evolution. 
Moreover, web systems are accessed by a variety of 
users sharing some common knowledge and 
requirements, but belonging to different cultural 
communities. As a consequence, the way interactive 
systems are designed needs to be profoundly revised.  

This paper addresses these issues, firstly illustrating 
the ICE model, which frames the HCI process in a co-
evolution scenario. Next, the SSW methodology for 
interactive system design is outlined by describing the 
design of a web portal. The SSW methodology starts 
from the ICE model to arrive at the design of 
interactive systems personalized to the user culture, 
which are tailorable by the users to better fit their 
current needs, and capable of supporting the co-
evolution process. An interactive system resulting from 
the application of the SSW methodology consists of a 
network of environments, the software shaping 
workshops, which support end users in their activities 
and permit them to evolve their knowledge but also to 
steer the evolution of the system structure. To users, 
the system no longer appears as a static product but as 

a collection of services which allow them to carry out 
their activities, create new knowledge and collaborate 
with designers to achieve a co-evolution of the system. 
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Abstract 

The increasing popularity of the Internet has led to the 
development of Web applications, known as Web GIS, 
intended for dissemination and manipulation of spatial 
knowledge. In this paper we present a method for the 
development of Web GIS based on the WebML 
approach. In particular, we adapted the WebML 
development process to this specific domain, by 
defining the required steps and actors and by 
extending the visual formalism to capture specific GIS 
concepts. The resulting method consists of two 
orthogonal perspectives: Geodata and Metadata 
Conceptual Model and Hypertext and Web Mapping 
Model. In particular, the Spatial E-R model by Calkins 
has been exploited to design the conceptual schema of 
spatial data. While, the WebML Hypertext Model has 
been extended to include new notations specifically 
tailored for GIS concepts and tasks.   

1. Introduction 

Geographic Information Systems (GIS) are a kind 
of software system specifically suited to deal with data 
and attributes spatially referenced [8, 9]. Compared 
with traditional information systems, GIS provide the 
unique features to support spatial queries/analyses of 
the data. They turn out to be fundamental in a great 
variety of contexts, ranging from urban planning to 
marketing, route planning, natural disaster 
prevention/handling, archaeology, and so on. In the 
past few years, the increasing popularity of the Internet 
has greatly affected the activity of GIS researchers and 
laboratories, leading to the development of Web 
applications, known as Web GIS, intended for 
dissemination and manipulation of spatial knowledge 
in specific domains. [11]. 

However, one problem with GIS technology is that 
developers are often faced with the inherent 
complexity of data and are forced to become familiar 

with the related concepts. This is particularly true for 
Web GIS, since software environments supporting the 
development of these applications are very hard to use 
and require specialized skills [10]. Moreover, with the 
increased time-to-market pressure, it is no longer 
possible to deal with low-level issues, and create Web 
GIS applications from scratch. Thus, there is a growing 
need for tools and methodologies that allow us to 
rapidly develop this kind of Web applications and to 
rapidly modify them to meet the ever-changing 
business needs [6]. Moreover, there is the need of 
suitable visual models allowing the different actors 
involved in the development process to focus the 
attention on specific and relevant aspects of the 
applications, to improve communication and to foster 
reuse. 

To develop traditional Web applications, many 
solutions are currently available. Among them, 
WebML (Web Modeling Language) is a high-level, 
formal visual language specifically conceived to 
design data-intensive Web applications [2, 3, 12]. It 
provides suitable models, a development process and a 
CASE tool (WebRATIO) [4] to build applications that 
rely mainly on data management and movements. 
WebML has been applied in many different contexts, 
from industry to academia, with positive results. Web 
GIS can be considered as a particular class of data-
intensive Web applications, since they are mainly 
devoted to handle (spatial) information to and from the 
user. Thus, in this paper we present an adaptation of 
the WebML methodology, to deal with the Web GIS 
context. In particular, we adapted the WebML 
development process to this specific domain, by 
defining the required steps and actors and by extending 
the visual formalism, to include new notations 
specifically tailored for GIS concepts. As current work 
we are extending the CASE tool WebRATIO to 
provide potential Web GIS designer with a Rapid 
Application Development environment, where he/she 
can design in a visual fashion the application, that will 
be automatically generated by the tool.  
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The remainder of the paper is organized as follows: 
in Section 2 we illustrate the proposed development 
process, while in Section 3 we describe the proposed 
modeling concepts and notations which extend 
WebML. In Section 4 we present an example of 
application, while some remarks and future work 
conclude the paper. 

2. A WebML-based development process 
for Web GIS 

WebML is a modeling language suited to support 
users in designing data-intensive Web applications [2, 
3, 12]. To this aim, it provides a set of visual notations 
to model the structure, data, and navigational aspects 
of a Web application. Indeed, the design of a Web 
application is based on two orthogonal perspectives: 
data and navigation. The former is described in terms 
of relevant entities and relationships, by means of the 
E-R model. The latter is modelled by one or more 
hypertexts which describe content organization within 
pages, and how they are linked together to constitute a 
hypertext. WebML is also accompanied by a 
development process and a CASE tool.  

Web GIS applications are a special case of data-
intensive Web systems, meant to deal with the 
complex, expensive, and voluminous geographic data 
and share them across several users for different 
business goals. Geographic information is usually 
distributed across different layers, which a Web GIS 
user should be able to handle separately or in overlay 
modality. Thus, besides common Web navigation and 
composition tasks, far more complex functionalities 
are needed in Web GIS for visualization and content 
management. As a matter of fact, with respect to 
traditional Web applications, this kind of systems 
require special focus on the following crucial 
characteristics: 
- Spatial data may be acquired from different sources 

and stored in different formats, for all of which the 
user should be offered direct support. 

-  Interface Usability. This should be gained through: 
a) ease of use, which means little or no training 
required; b) interaction robustness and efficiency, 
especially in terms of response time needed by the 
system to provide the results of a spatial query.  
Therefore, the development of Web GIS 

applications usually involves people with different 
expertise, ranging from GIS specialists, to Web 
engineers, to Web interface designers, to interface 
usability professionals etc. The interaction among 
those experts as well as their roles and responsibilities 
should then be specified within a disciplined 

development process which should take into account 
the specific characteristics of Web GIS applications. 
To this aim, we propose a Web GIS development 
process based on the one of WebML and which relies 
on an extension of the WebML modelling language, 
where suitable visual metaphors have been introduced 
for geographic information management and 
visualization. In the next subsection we will outline the 
proposed development process by only describing the 
phases that are more affected by the specific nature of 
Web GIS applications. In subsection 2.2 we highlight 
some actors that play a relevant role in this 
development process. 

2.1 The development phases 

The development of Web GIS applications is based 
on the macro-steps depicted in Figure 1. The activities 
which are specifically tailored for Web GIS mainly 
involve requirements specification, geodata and 
metadata design, hypertext and Web mapping design, 
user interface design, and Web interface usability 
evaluation. 

For Web GIS development, requirements elicitation 
is aimed at gaining two critical pieces of information:  
- The list of GIS functions that will be needed in the 

target Web application, 
- A master list of geographic data and metadata. 

Figure 1: The phases of the development 
process  

In analogy to traditional requirements engineering 
process, representative subjects of the target user 
community are interviewed in order to specify a set of 
GIS application descriptions, a list of important data, 
and a description of management processes. As a 
result, the information needed to plan the development 
of the Web GIS application will be grouped into the 
following categories:  
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GIS Functions required - These will include 
standard operations, such as map navigation, fruition 
of the associated descriptive data, spatial selection, 
querying, and spatial analysis.  

Data needed in the GIS database – Answering the 
“where is what?” question represents the main goal of 
the analysis of the mini-world of interest, which is 
aimed to provide designers with information about 
objects and fields featuring the involved domain.  

Data maintenance procedures - By looking at the 
application stakeholders  and at typical domain work 
flow and processes, responsibility for data creation, 
updates and maintenance will become apparent.  

Once requirements are elicited and formally 
specified, the next step is the design of geodata and 
metadata conceptual schemas. To this aim, 
conventional models, such as E-R, have been extended 
to provide designers with the ability of describing the 
complex nature of geographic data, where the two 
components, descriptive and spatial, should be 
analyzed and managed in a joint manner (e.g. [1, 7]). 
In our proposed methodology, we suggest the adoption 
of the Spatial E-R model [1]. The expected output 
from this geo-data design task consists of a set of 
logical schemas, which organize data in a relational 
way and associate them with layers, according to their 
meaning and the underlying data structure, which can 
be raster- or vector-model based.  

The third step of the proposed methodology extends 
the hypertext design top-down process, by taking into 
account composition and navigation requirements 
specific to Web GIS applications. These entail a 
number of functionalities meant to dynamically 
navigate a geographic map, that are commonly known 
has Web mapping. Thus, in the top level coarse design 
activity, a special focus will be put on the role played 
by geographic data elements producing a high level 
specification of the corresponding site views. Typical 
of this description will be a default map area, whose 
contents will informally be expressed in terms of 
entities and relationships of the underlying spatial 
schema. At detailed design level, composition and 
navigation will be modelled by exploiting newly 
defined WebML GIS units besides the set of canonical 
configurations of pages and units. 

User interface design is another critical activity, 
devoted to guarantee usability of the resulting 
application, in terms of efficiency, efficacy, and user 
satisfaction. At this stage, interface designer's expertise 
is employed to make crucial decisions, aimed at 
gaining central usability factors, such as ease of use 
and robustness for each of the designed interaction 
tasks. When dealing with Web GIS interfaces, 
usability also results from the attention given by the 

interface designer to the completeness, relevance and 
status of available geographic information at a Web 
page. Then, the Web GIS application is tested and 
evaluated against the specified user requirements, 
providing possible refinements. As a matter of fact, 
requirements as well as functional specifications are 
hard to identify when starting to develop a Web GIS 
application, since they may significantly change during 
the development process. This is related to the intrinsic 
nature of Web GIS applications, for which requirement 
engineering has to be considered an evolving activity 
to be performed throughout the development process. 
As for the Web interface usability evaluation, both 
expert evaluators and users will be involved in testing 
activities, meant to address issues related to the 
completeness, relevance and status of available 
geographic information at a Web page, as well as 
issues more closely related to human-computer 
interaction and user satisfaction.  

As in any iterative development process, the results 
of testing and evaluation activities are subsequently 
used for possible refinements. 

2.2 Actors 

The definition of key actors in a development 
process allows us to clearly break down the tasks, 
distributing the responsibility for each of them on the 
basis of specific skills. This allows us also to 
modularize and to parallelize the development process. 
As in the case of the WebML development process 
different figures can be identified for the proposed 
development process, namely application analyst, data 
architect, application architect, graphic designer, tester, 
etc. The nature of Web GIS applications affect 
essentially the figures of data architect, application 
architect and graphic designer. In particular: 

The Data Architect is responsible to manage all the 
aspects about data, thus carrying out the Geodata and 
metadata design task. In particular he/she has to design 
the geographical database and to make available in 
suitably modelled repositories both vector and raster 
layers. 

The Graphic Designer is responsible to develop the 
layouts of the various (sets of) pages composing the 
Web site. He/she should also deal with usability 
aspects, not only by guaranteeing a uniform disposition 
of widgets within the pages, and in general a suitable 
and consistent look and feel, but also by identifying 
appropriate metaphors for Web mapping. He/she 
creates and manages a repository of corresponding 
HTML/XSL templates and performs the Web interface 
usability evaluation, exploiting the results of such 
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activities to make adequate improvements to the 
designed interfaces.  

The Application Architect is responsible to design 
the application, by exploiting suitable visual models. 
To this aim, for each class of intended users he/she 
also chooses the set of layers (from the previously 
defined repository) and of functionalities to provide. 

3. An extension of WebML for Web GIS

Graphical and diagrammatic representations play a 
central role in the field of software and Web 
engineering [5]. They provide powerful aids to 
describe and understand complex systems, by means of 
abstractions and different views. Moreover, they help 
to identify and describe design patterns that can be 
reused in different applications, thus avoiding to create 
from scratch. These represent the main motivations for 
the success of WebML and for our proposal to adapt 
the WebML approach to develop Web GIS. However, 
Web GIS present many specific characteristics, making 
them different from traditional data-intensive Web 
applications. In particular, from a design point of view, 
relevant differences are related to the data model and 
to the navigational model. As for the first aspect, we 
suggest to adopt the Spatial E-R model proposed in [1] 
to describe spatial entities and relationships. In 
agreement with this model, simple entities describe 
spatial “things” which have attributes and are spatially 
related to each other. Each set of geodata is described 
as a spatial entity characterized by a set of attributes, a 
geometry and a couple of coordinates. A similar 
extension has also been defined for relationships to 
model entities which are spatially related.  

As for the navigation model, it is worth noting that 
besides the common interactions a user performs when 
navigating and executing a web application, we have 
to take into account the actions directly performed on a 
map, when carrying out web mapping or spatial query 
tasks. Such actions usually produce data, which are not 
presented in a new web page but are rather rendered 
onto the same map. Thus, we have extended WebML 
with new units able to capture the particular 
characteristics of this kind of applications and to model 
specific Web GIS interaction tasks, as described in the 
following.  

The MultiMap Unit is a visual metaphor for a map 
viewer, i.e. a graphic component within a Web 
browser, able to render both vector and raster data 
arranged in layers. It is characterized by the following 
properties: 

Name: the name chosen by the Application 
Architect for the MultiMap Unit. 

Raster Sources: the reference to raster entities. 
This source is optional, because a Web GIS 
application may not require raster layers. 
Raster Selector [optional]: predicate useful to 
determine which objects belonging to the raster 
entities share in the unit content. 
Vector Sources: the reference to vector entities. 
This source is optional, because a Web GIS 
application may not require vector layers. 
Vector Selector [optional]: predicate useful to 
determine which objects from the vector entities 
share the unit content. 

Moreover, in order to correctly render source data, 
the MultiMap Unit requires a global parameter, named 
Extension, which contains coordinates of the upper-left 
and lower-right corners of the presented area. Every 
time this parameter is modified by some external 
operations, the area rendered in the MultiMap Unit is 
updated accordingly. 

(a)   (b) 

Figure 2: Graphic notation of an instance of a 
MultiMap Unit (a) and its representation in a 
Web browser (b) 

Figure 2(a) depicts the visual notation of a 
MultiMap Unit instance, namely TheMap, as well as 
the associated global parameter. The resulting 
representation in a Web browser is shown in Figure 
2(b). Here, both raster and vector layers are displayed, 
as determined by invoking both source entities, while 
no selectors are set, thus loading all the instances of 
the underlying data. Differently, when a Web GIS 
application is expected to allow the activation and 
display of layers from a Table of Contents on users’ 
demand, a different modelling is required as shown in 
Figure 3(a). It contains a MultiMap Unit to render the 
layers, and two Multi-choice Index Units, to represent 
the Table of Contents which is made up of two 
different legends. This scenario also requires selectors 
associated with the MultiMap Unit sources, which are 
used to select data in agreement with parameters set 
through the two instances of the Multi-choice Index 
Units of WebML, namely RasterLegend and 
VectorLegend. The resulting application on the Web 
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browser has a checkbox, as shown in Figure 3(b), by 
which users may activate a layer and visualize the 
corresponding data on the map.  

(a)   (b) 

Figure 3: Modeling the layer selection 
associated with a map 

For Web GIS, the spatial selection is one of the 
most common modalities of interaction between the 
user and the application. It can be used either to select 
an area of interest to magnify/reduce, or to select a set 
of geo-data on which a basic functionality may be 
applied. In order to model the associated geometry 
acquisition, we have introduced the Geometry Entry
Unit, which may be used to represent interaction 
metaphors, typical of a Web GIS environment. This 
unit is characterized by a name and the geometry type 
on which the interaction is based, which can be a point, 
a multipoint, a line, a polyline, a rectangle, a polygon 
and a drag. Figure 4(a) shows the graphic notation of 
an instance of the Geometry Entry Unit, which refers 
to a rectangle selection, namely the Rectangle Entry 
unit. The corresponding Web representation is 
depicted in Figure 4(b). 
The Zoom In (Out) units refer to the conventional 
zoom in and zoom out operations. Both take three 
input values: the global parameter with the current 
extension of the map, the global parameter with a 
magnification/diminishing factor and the instance 
Point of Geometry Entry Unit, which is used to 
identify the area on which the operation should be 
applied. As a result, if the operation succeeds, it sets a 
new value for the Extension global parameter, 
according to the zoom factor. This arrangement is 
graphically depicted in Figure 5 where an OK link 
leads to a new value for the Extension, while a KO 
redirects towards a generic error page. 

(a)   (b) 

Figure 4: Graphic notation of a Geometry 
Entry Unit (a) and its representation in a Web 
browser (b) 

Figure 5: An example of ZoomIn Unit 
The Pan unit represents the pan operation that shifts 

the focus of a map toward a specified direction. This 
unit takes three input values, namely the two points of 
the map where the user presses and releases the mouse 
button, and the global parameter with the current 
extension of the map. If the operation succeeds, a new 
value for the Extension global parameter is set, i.e. the 
new area of the map which is visualized. In Figure 
6(a), visual symbols involved in a pan operation are 
sketched.  

For Web GIS, a query processing usually outputs a 
set of geodata which satisfy user’s criteria. In order to 
display such geodata onto a map, they are organized in 
a new temporary layer, which may be overlaid to the 
existing ones. Users may use them to perform other 
basic operations and derive new geographic 
information. In order to describe such a functionality 
through a WebML-like approach, we introduced the 
CreateOverlay Unit, which can be exploited to model 
scenarios where users pose queries and apply further 
spatial operations to the corresponding output in a 
cascade-like fashion. The CreateOverlay Unit requires 
two parameters, namely a spatial filter and a layer on 
which the filter should be applied. 
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Figure 6(a): An example of the Pan operation  

Figure 6(b): the CreateOverlay operation 

In Figure 6(b), an instance of the CreateOverlay 
unit is depicted, namely NewTheme, where the spatial 
filter is obtained by a Geometry Entry Unit which 
returns a rectangle, and the layer is the active one. In 
case the operation succeeds, the OK link indicates that 
the OID of the newly created layer will be forwarded 
to the MultiMap unit, which will eventually render it.  

4. Conclusions 

In the present paper we described a methodology 
for Web GIS applications based on WebML 
approaches. We adapted the development process 
advocated for data-intensive Web applications to the 
context of Web GIS. Indeed, it relies on the iterative 
and incremental approaches that turn out to be suitable 
for Web GIS applications both for the need to quickly 
deploy them on the market and for the evolving nature 
of their requirements. The WebML methodology 
seems to be especially adequate also because allows us 
to concentrate on different concepts: data and 
presentation. In particular, we proposed to exploit the 
Spatial E-R model to define spatial data and we 
introduced some visual notations to model relevant 
interaction and navigation operations that are specific 

for Web GIS. In order to make more effective the 
proposed approach we would like to extend the 
WebRatio CASE tool to allow for the design of Web 
GIS applications and their automatic generation.  
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Abstract 
 

While devices such as the Wii and Playstation’s Eye 

(formerly EyeToy) have expanded user interface 

possibilities in the gaming world, there is still a 

traditional disconnect between the user and the 

physical screen image.  The advance of gesture 

computing and the new availability of multi-point 

touch screens permit a novel mechanism and universal 

vocabulary for direct interaction with a virtual world.  

This paper discusses Planet Diggum, a multi-user god-

game which uses a novel combination of finger and 

hand-stroke gestures. The goal of this project is to 

create a testbed kiosk where multiple users can 

interact with the system without need of training or 

formal introduction.  

 

1. Introduction 
 

The recent popularity of the Nintendo Wii 

highlights the importance of the man-machine interface 

over graphics fidelity.  As gaming systems have grown 

in complexity, so to have their user interfaces.   

Game interfaces have gone through several different 

iterations since their inception. The traditional game 

pad – the “Pong” dial and single-button joystick – has 

been replaced by increasingly more sophisticated 

controllers: from a controller with a 4-directional pad 

and two buttons, to multiple analog sticks and a 

plethora of buttons, to tilt sensors that can detect any 

directional movements.  Other input devices include 

touch screens, mice, and programmable keyboards that 

allow for macros to be bound to a single key. 

Single-point touch screens have had many uses 

since their invention, such as the widespread utilization 

as  point-of-sale systems in the food industry or for 

information kiosks.  They have wide acceptance in the 

gaming industry as stand alone systems in bars and 

casinos, mainly as instruments for gambling. Today, 

touch screens have become more integrated into mobile 

platforms as the GameBoy DS for gaming and into 

multi-function devices including PDAs and 

smartphones.  Unlike earlier systems, gestures are 

replacing the typical button-click interaction [1]. 

Multi-point touch screens and gesture tracking offer 

new opportunities to create highly intuitive and user-

friendly systems for even the novice user.  While Oviat 

argues against the possibility of designing an idealized 

“everyperson information kiosk” using even multi-

modal input [2], this project is attempting to create a 

testbed kiosk where multiple users can interact with a 

complex game system without need of specialized 

training.  Planet Diggum is a god-game in the tradition 

of the DS game, Nintendogs, in which multiple users 

can interact with individual “Diggum” creatures and 

their world via natural finger and hand gestures. 

The remainder of this paper is structured as follows: 

Section 2 discusses gesture-based computing and its 

growing role in user interface design, as well as 

examining the multi-point touch screen as a UI 

platform.  Section 3 describes the goals of this project 

and the desired user experience of our testbed game 

application, and Section 4 discusses the design and 

implementation framework used.  A summary and a 

description of future work are given in Section 5. 

 

2. Related Work 
 

In order to reinforce the intuitive nature of the 

interface, we are incorporating gestures to perform 
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various actions on our diggums and the world in which 

they live.  This project leverages prior work in general 

gesture-based computing, its application in gaming, 

and the recent advances in multi-point touch systems. 

 

2.1. Gesture-based Computing 
 

Gesture-based computing has greatly evolved since 

its early implementations over half a century ago.    

Sutherland’s Sketchpad Graphical Communication 

System (1963) utilized a light pen to send position 

information, using physical switches and knobs to 

change modes and control rotation and magnification 

[3]. Once a diagram was drawn using this system, it 

could be transferred to paper using a PACE plotter.  

Sutherland’s system could not only draw lines, arcs, 

and regular geometry, but it could also fasten corners 

of geometry, group symbols, and instance groups.  

Jones and Katyl of IBM introduced GRAPHPAK 

(1974), an experimental input utility for the APL 

programming language.  GRAPHPAK utilized a 

commercially available sonic pen and custom glass 

tablet.  The pen emits a spark at the pen’s point, 

soundwaves generated by the spark are detected by two 

condenser microphones, and the time delay is then 

converted to x and y coordinates [4].  

In 1984, Minsky presented a prototype of a gesture 

recognition system that recognized some single-finger 

gestures which were then used to manipulated 

displayed objects. These gestures were recognized by a 

“gesture parser” and were used for interactive 

computing systems designed for young children [5].  

Studies by Benko, Wilson, Baudisch with their 

Stretch, X-Menu, and Slider techniques have shown 

that direct data manipulation without intermediary 

devices has a particular allure to novice users, 

especially for public installations [6].  

Many toolkits have been released to support 

gestural computing.  Microsoft’s Tablet PC SDK [7] 

uses three separate areas: ink collection, ink data 

management, and ink recognition.  A similar library for 

Java is SATIN, developed by Hong and Landay.  

SATIN uses machine learning (Rubine’s Recognizer) 

to recognize key gestures [8].  SATIN also handles 

support for dealing with ambiguities in touch 

screen/pen input (such as cusps). 

 

2.2. Gesture-based Gaming 
 

Gesture recognition gaming is an increasingly 

popular way to develop for today’s gaming industry, as 

can be seen with the recent success of Nintendo’s two 

latest systems, the Nintendo DS and Wii.  Both of these 

systems allow for the users to interact with the game 

through novel forms of gesture recognition: with the 

DS, wielding a stylus allows the user to draw directly 

on the screen, and with the Wii, a remote control 

recognizes the three dimensional motion of the player’s 

arm(s). Games that utilize such forms of interaction 

include the popular WarioWare games (Wii and DS) 

and Lost Magic (DS).  

 

 
Fig. 1. User interaction in Lost Magic 

 

In the game Lost Magic (Fig. 1), the user plays a 

magician character who casts spells to fight off 

enemies. Rather than assigning each of these spells to a 

unique button combination, the DS gives the player the 

ability to draw symbols to cast a spell. In addition, 

navigating the character and his warriors is also done 

via the stylus and not the conventional directional pad. 

To move a character, the user only needs to tap the 

character he would like to move and click an area on 

the screen into which he wishes to move the character.   

 

 
Fig. 2. WarioWare 

 

WarioWare, for both the DS and Wii systems, 

challenges users to interact with the system in new and 

unique ways, such as holding the Wii remote in an 

unconventional manner or using the stylus as a unique 

controller.  Fig. 2 shows a user playing WarioWare on 

the Wii accompanied with the corresponding game 
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screen. Note that the user must hold the controller in a 

distinct manner in order to play the game correctly. 

 

2.3. Multi-point Touch Systems 
 

As a public installation, Planet Diggum encourages 

cooperative gesturing. This collaborative approach 

fosters increased participation and uses community 

reach space to extend the workable screen area [9]. 

Multi-point Touch Systems have been evolving 

since the early 1990’s, but most current 

implementations are based on frustrated total internal 

reflection (FTIR) [10]. 

Using multiple fingers and hands to interact was 

demonstrated by Krueger’s VIDEOPLACE [11]. This 

system was able to pass gestures so that remote users 

were able to see them as if they were in the same room. 

Wellner’s digital desk demonstrates the possibility 

of integrating physical objects with the computer 

display [12]. It allows for some multi-point techniques 

but is focused mainly on single user applications. 

The DiamondTouch table supports multiple points 

and multiple users (up to four) [13]. It can differentiate 

between each user’s actions, but at a cost, because the 

inputs can become ambiguous.  Morris et. al’s 

CollabDraw software was built on this technology [9]. 

SmartSkin also supports multiple points of contact 

and allows for many users; however, it is unable to 

differentiate their inputs [14]. This system is able to get 

a much more accurate image of the surface and the 

contact points. 

Advances in resolution and latency have been made 

with TouchLight [3] -- which uses a pair of cameras in 

combination with a projection display -- and Han’s 

FTIR Multitouch Interaction research [10]. 

 

3. Project Goals 
 

Planet Diggum is an investigative gaming 

application being developed by Drexel Digital Media 

(DIGM) Master’s students as part of their gaming 

curriculum and utilizes a multi-point display being built 

by Computer Science (CS) and Electrical and 

Computer Engineering (ECE) undergraduate students. 

This project is coordinated by Drexel’s RePlay Lab, 

which is a multi-departmental lab researching play and 

gaming technology. 

This project leverages open source software 

libraries, low-cost hardware, and standards-based 3D 

protocols to create a modular, extensible framework for 

rapid prototyping and experimentation. 

This project evolved from the task of investigating 

novel mechanisms of multi-user gameplay, and was 

driven by several assumptions and observations: 

• Gross body gestures are now being 

adequately explored by modern consoles 

(Wii and Sony Eye) as alternative to 

controller. 

• Physical proximity of users can enhance 

gameplay experience (Space Wars) 

• Most interactions with games involve 

physical disconnect between user and 

image 

• Casual games have largest growth potential 

• Gesture computing (base) technology has 

reached sufficient maturity for rapid 

prototyping. 

 

Gross body gestures, such as those employed by the 

Wii, were abandoned in favor of a more intimate 

gaming experience to enable proximity-based 

collaborative play.  It should be noted that physical 

proximity of game participants can enhance the 

experience [9] where participants are in actual 

competition for the controls/interface rather than solely 

in competition in the virtual space.  An example of this 

is the original Space Wars arcade game where a 

numeric pad in the center of the two contestants 

dynamically changed gameplay, yet was simultaneously 

physically accessible to each [15]. 

Planet Diggum is similar in ways to the award 

winning “Black & White” and other “god” games being 

released in the game industry. “Black & White” allows 

the player to play as a god competing against other 

deities in the region to become their one true god. The 

user can do this by giving the inhabitants helpful 

blessings or cursing them with devastation. Each of 

these actions causes a subsequent reaction in the game. 

By being helpful, the inhabitants will praise the players 

help, but by causing destruction, the inhabitants will 

accept the god through fear of the consequences 

resulting from disrespect. Planet Diggum follows 

similar suit in the ability to manipulate the world and 

its inhabitants, the diggums. The user(s) are able to 

directly interact with the characters, and similarly to 

“Black & White”, these actions will cause the 

inhabitants to either praise or fear the player(s).  
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Planet Diggum differs from god games such as 

“Black & White” by allowing multiple players to play 

simultaneously to allow for a conflict between good 

and evil in the “god” character itself, for the players 

could either decide to work co-operatively with each 

other or oppose each other. This style of gameplay is 

made simple due to the use of a multi-touch screen 

kiosk for the project. The multi-touch screen kiosk 

allows for all actions in the game to be easily 

performed through simple hand gestures.  

Planet Diggum takes the gesture recognition style of 

playing a step further by removing input devices such 

as controllers.  This permits a smaller learning curve 

for the game as the hand motions provide a much more 

natural way of controlling the game rather than 

memorizing button combinations.  

 
Figure 4: An example of user interaction with 

creatures in the environment. 
This is crucial for the game, as it is being designed 

to be played in an environment where the amount of 

time each user would play the game would be very 

short (i.e. a few minutes), in comparison to a typical 

console game, which can average over 20 hours. For 

this reason the game must be very easy to approach, 

easy to learn the rules of the world and its controls, and 

entertaining all at the same time. 

 

4. Design and Implementation Framework 

 

 

Pluck Poke Squeeze 

   
Two-hand crowd Dig 

 
 

Fig. 3. Gesture examples 

 

 

Fig. 5. Motion tree 

for Fig. 4B 

 

Fig. 6. Motion tree 

for Fig. 4D 
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4.1. Gesture-based Events 
 

One of the problems with multi-point touch systems 

is the recognition and coordination of multiple touch 

points into a single recognizable gesture [16]. Our 

approach is to segment the problem by defining a 

glossary of finger and hand gestures which define 

time/space events.  Finger gestures are used to define 

initiating and terminating events of a hand gesture; 

hand gestures map to corresponding actions.  Fig. 3 

lists some our recognized finger gestures. 

Analogous to this is the mouse-click paradigm 

where a particular finger event corresponds to a button-

down event, and a hand event can correspond to either 

a pull-down menu-selection and/or motion event.  

Figures 4, 5, and 6 are examples.  Figures 5 and 6 show 

the state trees associated with a particular diggum 

during interaction in figure 4B and 4D. Fig. 4A shows 

the diggum in its natural habitat.  4B shows the “pluck” 

finger gesture (4C: close up).  4D shows a hand 

gesture, throwing the diggum into a tree.  

  

4.2. System Components 
 

Input from the multitouch screen will be handled 

via a C++ library (MTD) developed by the infinitouch 

team at Drexel University for their FTIR screen.  MTD 

was based on OpenCV [17].  Finger gestures are 

determined by a fit of neighboring touches and the 

number of touch points.   Multiple touch points can be 

reduced to a single event (i.e. left-mouse down) and a 

single location (i.e. centroid of touches).  By reducing 

multiple finger touches down to a singe location, hand 

stroke recognition is greatly simplified. This 

information (movement of a single point and an event) 

is then passed to a Java application for hand gesture 

recognition.  Our current design involves using the 

SATIN library for Java for gesture recognition (a 

drawn stroke linked to a command) [8].  When a 

gesture is performed, SATIN looks at a library of 

gestures, and returns an n-best list of possible matches, 

the highest ranked match being chosen.  To create this 

gesture library, a Rubine Recognizer allows developers 

to “train” the system to recognize gestures through 

repetition [18].  If the movement of the single point is 

recognized as a hand gesture, this action is sent to our 

3D environment.  Otherwise, it is simply regarded as 

“dragging”. 

The diggums’ environment is built in X3D [19], and 

their state machine is controlled by embedded 

ECMAscript.  Fig. 7 outlines communication between 

these separate components. 

 

Figure 7: Architecture for system 

 
Fig. 4.  worship (A), idle (B), happy (C), squash (D) 
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4.3 Diggum Indirect Manipulation 
 

Each diggum is governed by a series of variables 

that control their movement through an associated 

action tree.  The variables are affected by both the 

actions of the users and the environment of the 

creature.  These variables then in turn determine the 

actions of that particular diggum, which will then affect 

the variables of its neighbors.  For example, when a 

user picks up a diggum it will become more fearful of 

the player, and begin to worship; likewise, nearby 

diggums viewing this interaction will also become 

fearful.  Depending on the creature’s status going into 

the ordeal and how it is returned to the world, either 

thrown or gently placed, it may either cower in fear or 

bow its head, idolizing the user.  In this manner, 

whether or not there is user input, the characters’ 

actions will vary from one another based on their past 

experiences. 

 

5. Summary and Future Work 
Through this gaming environment and novel gesture 

recognition technique (separation of finger and hand 

gestures), we are able to perform extremely complex 

actions through our interface.  Future work includes 

recording and analysis of users interacting with the 

system to adjust the gesture vocabulary.  In addition, 

issues such as movement latency with regard to 

tracking will be investigated using predictive 

techniques such as dead-reckoning. 

 

6. References 
 
[1] S. P. Kerr, D. Robert, B. Ording, J. P. Ive, P. J. Kennedy, 

A. M. Fadell and J. L. Robbin, “Proximity Detector in 

Handheld Device,” U.S. Patent 20060161871, 2006.  

 

[2] S. Oviatt, “Ten myths of multimodal interaction,” 

Commun. ACM., vol. 42, no. 11, pp. 74–81, Nov. 1999. 

 

[3] I. E. Sutherland, “Sketch Pad,” Annu. ACM IEEE Design 

Automation Conf. Proc.SHARE Design Automation 

Workshop, 1964. 

 

[4] A. L. Jones and R. H. Katyl, “A Graphical Input 

Capability for APL,” Proc. 6th International Conf. APL, 

Jan., 1974. 
 

[5] M. Minsky, "Manipulating Simulated Objects with Real-

world Gestures Using a Force and Position Sensitive 

Screen," Computer Graphics, July 1984, vol.18, no. 3, 

pp. 195-203.  

 

[6] H. Benko, A. D. Wilson and P. Baudisch, “Precise 

Selection Techniques for Multi-Touch Screens” in Proc. 

SIGCHI Conf. Human Factors in Computing Systems, 

Montreal, Canada, 2006, pp. 1263-1272. 
 

[7] Microsoft Corp. (2007). Tablet PC Development Guide.  

http://msdn2.microsoft.com/en-us/library/ms704849.aspx 

 

[8] J. I. Hong and J. A. Landay, “SATIN: A Toolkit for 

Informal Ink-Based Applications,” in Proc.  13thAnnu.  

ACM Symp. User Interface Software and Technology, 

San Diego, CA, 2000, pp. 63-72. 

 

[9] M. R. Morris, A. Huang, a. Paepcke and T. Winograd, 

“Cooperative Gestures: Multi-User Gestural Interactions 

for Co-located Groupware” in Proc. SIGCHI Conf. 

Human Factors in Computing Systems, Montreal, 

Canada, 2006, pp 1201-1210.  

 

[10] J. Y. Han, “Low-Cost Multi-Touch Sensing through 

Frustrated Total Internal Reflection,” in Proc. 18th Annu. 

ACM Symp. User Interface Software and Technology, 

Seattle, WA, 2005, pp 115-118.  

 

[11] M. Krueger, “VIDEOPLACE and the Interface of the 

Future” in The Art of Human Computer Interface Design, 

B. Laurel, Ed., Menlo Park, CA: Addison Wesley, 1991. 

 

[12] P. Wellner, “Interacting With paper on the Digital 

Desk” Commun. ACM, vol. 36, no.7, pp. 87-96, July. 

1993.  

 

[13] P. Dietz, and D. Leigh, “DiamondTouch: a Multi-user 

Touch Technology” in ACM UIST Symp. User Interface 

Software and Tech., Orlando, FL, 2001, pp. 219-226.  

 

[14] J. Rekimoto, “SmartSkin: an Infrastructure for Freehand 

Manipulation on Interactive Surfaces” in Proc. SIGCHI 

Conf. Human Factors in Computing Systems: Changing 

our World, Changing Ourselves, Minneapolis, MN 2002, 

pp. 113-120.  

 

[15]  M. Markowitz. (2001, Dec. 13). Spacewar. Available: 

www3.sympatico.ca/maury/games/space/spacewar.html 

 

[16] X. Wang, X. Zhang and G. Dai, “Tracking of 

Deformable Human Hand in Real Time as Continuous 

Input for Gesture-based Interaction,” Proc. 12th 

International Conf. Intelligent User Interfaces, Honolulu, 

HI, 2007, pp 235-42. 

 

[17] OpenCV. Online:opencvlibrary.sourceforge.net 

 

[18] D. Rubine, “Specifying Gestures by Example,”  Proc. 

18th Annu. Conf. Computer Graphics and Interactive 

Techniques, 1991, vol 25, no. 4, pp. 329-337.  

 

[19] Web3D Consortium. (2004) Extensible 3D (X3D). 

http://www.web3d.org/x3d/specifications/ISO-IEC-

19775-X3DAbstractSpecification/ 

240



Improving the Robustness of Diagrammatic Sketch Recognizers 
 

 

Gennaro Costagliola, Vincenzo Deufemia, Michele Risi 

Dipartimento di Matematica e Informatica, Università di Salerno 

Via Ponte don Melillo, 84084 Fisciano(SA), Italy 

 {gcostagliola,deufemia,mrisi}@unisa.it 

 

 

Abstract 
 

Sketching is an activity that produces informal 

documents containing hand-drawn shapes highly 

variable and ambiguous. In this paper we present a 

diagrammatic sketch recognizer that is able to cope 

with the recognition of inaccurate hand-drawn symbols 

by exploiting error recovery techniques as developed 

for programming language compilers. The error 

recovery algorithms are able to interact with 

recognizers automatically generated from grammar 

specifications in order to obtain the information on 

missing or misrecognized strokes. 

 

1. Introduction 
 

Sketches represent an effective medium for 

facilitating conceptual design activities by enabling 

designers to focus on critical issues rather than on 

intricate details such as precise size, shape, location 

and color. In the last decade, many efforts have been 

put into developing software capable of understanding 

sketches with objects that can be represented using 

structural descriptions [2][4][6][11]. These recognizers 

enable users to create sketches using pen-based devices 

and to transform the edited sketches into input for more 

powerful design systems. However, existing sketch 

recognition techniques are error-prone or severely limit 

the user’s drawing style.  

In this paper we present a sketch recognition 

technique able to identify hand-drawn messy symbols 

of diagrammatic languages. In particular, it extends the 

approach introduced in [7] with two important features: 

recognizing hand-drawn symbols with missing strokes 

and automatically correcting errors of stroke 

misrecognition. The approach is based on Sketch 

Grammars [8] for modeling diagrammatic sketch 

notations and for the automatic generation of efficient 

recognizers whose parsing technique is based on LR 

parsing techniques [1]. The recognition of inaccurate 

hand-drawn symbols is faced by using error recovery 

techniques as developed for programming language 

compilers [15]. In particular, these techniques are able 

to recover the information on missing strokes from the 

symbol recognizers automatically generated from 

grammar specifications.  

The sketch recognition system performs an on-line 

interpretation of the user strokes using the eager 

modality [5]. This means that the recognizers interpret 

the strokes immediately after they have been drawn, 

and provide a user with feedback of the recognized 

symbols as soon as possible. This approach is more 

robust and efficient, and consequently more usable, 

than the lazy one, where the recognition occurs only 

when explicitly requested by the user and it involves 

all strokes previously drawn. During the recognition 

process, the user validates or rejects the symbol 

interpretations progressively. Moreover, the user can 

obtain information on partially recognized symbols.  

The paper is organized as follows. In Section 2 we 

describe the proposed approach for the recognition of 

hand drawn diagrammatic symbols. The related work 

is discussed in Section 3. Finally, the conclusion and 

further research are discussed in Section 4. 

 

2. The proposed approach 
 

As shown in Fig. 1, the proposed sketch recognition 

system interacts with the sketch interface to obtain the 

edited strokes, to provide the results of its 

interpretation process, and to receive user’s feedback 

on the recognized symbols. 

The sketch recognition module works in the eager 

mode and is composed by three sub-modules. The 

domain independent recognizer interprets the strokes 

as primitive shapes, such as lines, arcs, ellipses, etc. 

The symbol recognizers cluster the primitive shapes in 

order to identify possible domain symbols. In 

particular, when a symbol recognizer is able to parse a 

new stroke, it gives as output the new status of the 

symbol, which can be partially or completely 

recognized. The strokes not parsed by a symbol 
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recognizer are temporarily stored in its unmatched 

strokes repository. This repository contains both 

graphical and classification information of each 

unparsed stroke. 

The interpretations produced by the symbol 

recognizers are analyzed by the language recognizer, 

which applies its recognition context for selecting the 

interpretations to be forwarded to the sketch interface. 

The sketch interface visualizes as feedback the 

information obtained by the language recognizer. In 

particular, the interface requires users to accept or 

reject the recognized symbols. When a symbol is 

accepted, the language recognizer updates its parsing 

status and discards the interpretations of symbol 

recognizers that are in conflict with the accepted 

symbol.  
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Figure 1. The recognition process 
 

In the following, we first describe a grammar-based 

implementation of a symbol and language recognizer 

and then show how to integrate error recovery 

techniques to improve the robustness of the 

recognition. 

 

2.1. Describing and recognizing sketched 

symbols 
 

The formalism used to specify the sketched symbols 

of a domain language is the Sketch Grammar [7]. A 

Sketch Grammar represents an extension of string 

grammars, where also geometric and topologic 

relations are allowed. The grammar productions 

alternate symbols and relations, and cluster the input 

strokes into shapes of a domain language. As an 

example, the following symbol grammar productions 

specify a transistor symbol of electric circuit diagrams, 

represented in Fig. 2:  
 

(1) npnTransistor  ELLIPSE  

<contain(t1), vertical(t2), length(1,t3), joint1_1(t4), joint1_2(t4)> r1 LINE1  

<contain1(t1), rotate(90,t5), joint1_1
1(t4), near2(t6)> r2 LINE2  

<contain2(t1), rotate1(45,t5), joint1_1
2(t4), near2

1(t6)>
 r3 wireUp 

 

(2) npnTransistor  ELLIPSE  

<contain(t1), vertical(t2), length(1,t3), joint1_1(t4), joint1_2(t4)> r1 LINE1  

<contain1(t1), rotate(90,t5), joint1_1
1(t4), near2(t6)> r2 LINE2  

<contain2(t1), rotate1(-45,t5), joint1_1
2(t4), near2

1(t6)>
 r4 wireDown 

(3) wireUp  LINE3  

<contain3(t1), rotate2(-45,t5), joint1_1
3(t3), near2

2(t6)>
 r5 LINE4 

<contain4(t1), length(0.33,t3), rotate(-45,t5) > r6 Arrow 
 

(4) wireDown  LINE4  

<contain3(t1), rotate2(45,t5), joint1_1
3(t3), near2

2(t6)>
 r7 LINE3 

<contain4(t1), joint2_1
1(t3), length(0.33,t3), rotate1(-45,t5) > r8 Arrow 

 

(5) wireDown  LINE4  

<contain4(t1), joint2_1(t3), length(0.33,t5), rotate(-45,t5) > r6 Arrow  

<contain5(t1), rotate3(45,t5), joint1_1
4(t3), near2

3(t6)>
  r9 LINE3 

 

(6) Arrow  LINE5  

< joint1_1(t1), length(1, t2), rotate(90,t5)> r10 LINE6 
 

 
Gate 

Capsule 

Base 

Emitter 

Collector 

    

 Ellipse Line1 

Line2 

Line3 

Line5 

Line4 

Line6  
     (a)                                       (b) 

Figure 2. The npn Transistor symbol (a) and 
a hand-drawn sketched version (b) 

 

The transistor symbol is composed by an ellipse and 

several lines as shown in Fig. 2(a-b). Each primitive 

shape has associated a set of attributes, which are used 

to relate a shape to the others, and their values depend 

on the “position” and “dimension” of the shape in the 

sketch. The relations specified in the productions are 

such that the strokes in the sketch in Fig. 2(b) satisfy 

them. The values t1,…,t6 specify the error margin in the 

satisfaction of the relations.  

As an example, the first relation in production 1 

relates through two joint relations attribute 1 of 

ELLIPSE, which represents its borderline, to attribute 

1 and 2 of a LINE, which represent its end points, 

highlighted by bullets in Fig. 2(a). Moreover, relations 
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vertical and length indicate that the first LINE has to 

be vertical with a length equal to the diameter of the 

ELLIPSE that completely contains it. 

Given a sketch grammar for a symbol of a 

diagrammatic language it is possible to automatically 

generate the corresponding symbol recognizer. This 

recognizer parses a symbol scanning the strokes in the 

order defined by the productions. As an example, the 

previous productions describe an npn Transistor 

symbol with the sequence: capsule, gate, base, 

collector, and emitter. In order to perform a robust 

symbol recognition process, the recognizers should be 

able to parse symbols using more than one sequence. 

Since when drawing symbols the users employ only a 

subset all possible sequences [12], the sketch grammar 

for a symbol should only include the stroke temporal 

patterns mainly used. As an example, the npn 

Transistor is characterized by three main sequences. 

The parser built from the grammar is based on an 

extension of LR-parsing. The parsing algorithm 

analyzes the input exploiting the information contained 

in a parsing table. The parsing table for the previous 

grammar of the npn Transistor symbol is shown in 

Table 1. 

 

Table 1. Parsing table for npn Transistor 
grammar. 

State 

Action Goto 

Next 
LINE ELLIPSE $ npnTransistor wireUp wireDown Arrow 

0  :sh1  :17    (start,npnTransistor) 

1 :sh2       (r1, LINE) 

2 :sh3       (r2, LINE) 

3 

1 :sh4    :6 :6  (r3, LINE) 

2 :sh5    :7 :7  (r4, LINE) 

4 :sh8       (r5, LINE) 

5 

1 r6, r8:sh9      :12 (r7, LINE) 

2 :sh10      :12 (r6, LINE) 

3 :sh11      :12 (r8, LINE) 

6 Production 1     - 

7 Production 2     - 

8 

1 :sh10      :13 (r6, LINE) 

2 :sh11      :13 (r8, LINE) 

9 

1 :sh10      :14 (r6, LINE) 

2 :sh11      :14 (r8, LINE) 

10 :sh15       (r10, LINE) 

11 :sh15       (r10, LINE) 

12 :sh16       (r9, LINE) 

13 Production 3     - 

14 Production 4     - 

15 Production 6     - 

16 Production 5     - 

17 accept     - 

The parsing table is composed by a set of rows and 

is divided into three main sections: Action, Goto, and 

Next. Each row is composed of a set of one or more 

sub-rows each corresponding to a parser state. The 

Action and Goto sections are similar to the ones used in 

the LR parsing tables for string languages [1], while 

the Next section is used by the parser to select the next 

stroke to be processed. In particular, an entry Next[k] 

for a state k contains the couple (relations, x), which 

drives the parser in selecting a symbol x satisfying 

relations. The special entry (start, S) is used to retrieve 

the first symbol to be parsed. The empty entries in the 

Action section halt the recognizer that enters in a 

waiting state. 

Sketch grammars are used also to specify the 

language grammars, which define the sentences of the 

language as composition of the shapes defined by 

symbol grammars through spatial relations [7]. As an 

example, the following productions represent some of 

the language grammar productions for the circuit 

diagrams.  
 

(1) Circuit   SubCircuit 

(2) SubCircuit    SubCircuit <any> SubCircuit 

(3) SubCircuit    SubCircuit  <joint1_1(t1)>  Wire  <joint2_1(t1)>  

  Component 

(4) SubCircuit    SubCircuit <joint1_1(t1)> Wire 

(5) SubCircuit     Component 

(6) Component    npnTransistor  

  pnpTransistor 

  Lamp 

  Battery 

  Capacitor 

  Resistor 

  Ground 

  Switch 
 

Production 2 states that a circuit can be composed 

of unconnected SubCircuits. Production 3 recursively 

defines a SubCircuit as the composition of three 

language symbols: subCircuit, Wire, and Component. 

Production 4 specifies that a SubCircuit can be 

connected through a Wire to itself. 

Figure 3 shows a sketch matching the previous 

productions. In particular, the recognized circuit uses 

the npn Transistor in place of the switch to control the 

flow of electrons from battery through the lamp. 

Similarly to symbol recognizers, the language 

recognizer is automatically generated from the 

language grammar. 
 

Switch 

npn Transistor 

Lamp 

Battery 

 
Figure 3. A switch circuit 
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2.2. Sketch Symbol Recognition with Error 

Recovery 
 

The parsing approach previously described correctly 

works if the users completely drawn all the strokes 

composing a symbol. However, inaccuracy is intrinsic 

in hand-drawn sketches, thus the user could miss to 

drawn some symbol strokes, or could draw strokes that 

result to be difficult to identify, yielding the 

recognition approach ineffective. In order to cope with 

these difficulties in the following we introduce error 

recovery techniques in the previous parsing algorithm. 

The goal of the error recovery algorithm is to 

overcome the problem of stroke linearization 

performed by the parsing algorithm, which prevents 

the recognition of incomplete symbols. To this aim, 

when a stroke of a symbol is missing (or 

misrecognized) the parsing algorithm actives an error 

recovery procedure that allows the parser to proceed in 

the recognition of the symbol. Nevertheless, the error 

recovery process should not be applied if it will not 

lead to the recognition of a symbol, i.e., many strokes 

of the symbol are still missing. In order to face with 

this requirement we associate to the terminals of the 

symbol grammars an importance value indicating the 

importance of the stroke in the described symbol. As 

an example, for the terminals of the previous npn 

Transistor symbol we can associate the following 

importance values, specified within parenthesis. 

 
(1) npnTransistor  ELLIPSE(20) <…> r1 LINE1(15)  

 <…> r2 LINE2(15) <…> r3  wireUp 

... 

(3) wireUp  LINE3(10) <…> r5 LINE4(5) <…> r6 Arrow 

(4) wireDown  LINE4(5) <…> r7 LINE3(10) <…> r8 Arrow 

… 

(6) Arrow  LINE5(25) <…> r10 LINE6(10) 

 

The importance values indicate that the left head 

segment of the Collector wire has a weight (25) greater 

than the other segments. This allows the parser to 

discriminate npn Transistors against pnp Transistors, 

since the latter represents the Collector symbol in a 

inverse direction with respect to the first, as shown in 

Fig 4. Thus, when the strokes that allow to distinguish 

a symbol from the others are drawn they will have 

associated a high importance value. 

 
Gate 

Capsule 

Base 

Emitter 

Collector   

Figure 4. The pnp Transistor symbol  

The importance values are stored in the Next section 

of the generated parsing table, associated to each next 

symbol to be processed. 

Thus, the importance values associated to the 

complex symbols allow the generated recognizers to 

associate to the partially recognized symbols a value 

that can be used both to disambiguate the recognition 

of quite similar symbols and to pose a limit in the 

number of missing strokes admissible in a symbol. In 

particular, let t be a value such that if the sum of 

importance values associated to the recognized strokes 

of a symbol S is greater than t then S is (partially or 

completely) recognized. The error recovery process 

should terminate when the importance values 

associated to the missing strokes exceed the value 100-

t. Indeed, in this case the recognized symbol will never 

exceed threshold t even if all the remaining symbol 

strokes have been drawn. 

In the following we provide the algorithms 

implementing the error recovery technique. 
 

Recovery(){ 

       PT = parsingtable[parser]; 

state = stack[parser].currentState; 

while (state != null) { 

       (r, s, imp_value) = PT.Next[state];//for multiple instances  

        //the triple with lowest importance value is selected 

      if (imp_value > 100-threshold[parser]) 

 exit; 

      threshold[parser]= threshold[parser]+ imp_value; 

      newStroke = Fit(r, s); 

      state = ContinueParsing(newStroke); 

} 

} 
 

Fit(r, s) { 

rep = repository[parser]; 

foreach(x in rep) { 

      if (r is a valid relation for x) {//using complete classification 

  delete x from rep; 

  return x; 

      } 

 } 

 simulatedStroke = use the constraint resolver to calculate a 

   shape of s type compatible with the stack and relation r; 

return simulatedStroke; 

} 
 

ContinueParsing(s) { 

action[parser].shift(s); 

rep = repository[parser]; 

input[parser]=rep; 

action[parser].continue; //reactivate the parser on rep 

input[parser]=PrimitiveShapeRecognizer; //restore the input 

if(state[parser] != accept and rep.empty == true) 

 return null; 

if (state[parser] == accept) 

return null; 

return stack[parser].currentState; 

} 
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The Recovery function is automatically invoked by 

a symbol recognizer when a syntax error occurs. In 

particular, if the parser can still recognize a symbol 

(i.e., the value 1-t has not been exceeded by the 

importance values of the recognized strokes) then the 

Fit and ContinueParsing functions are invoked, 

respectively, to look for a stroke able to reactivate the 

parser,  and to continue the parsing of the symbol from 

the stroke in the symbol stroke sequence that follows 

the missing stroke. 

Fit function first analyzes the repository of 

unmatched stroke to find a stroke, with low accuracy, 

able to solve the syntax error. If it is found, it is used as 

the next input for the parser. Otherwise, the function 

computes the information to simulate the missing 

stroke. The stroke given in output by Fit function is 

then used by ContinueParsing function for updating 

the parsing state and then reactivating the parser on the 

repository to recover from unparsed strokes. 

After the recovery process, the symbol recognizer 

checks the acceptance state of the parser to verify if the 

symbol is completely or partially recognized. 

 

2.3. An example 
 

Let us suppose that the user has drawn the sketches 

shown in Fig. 5(a-e), and considering a threshold value 

of 70 for the recognition of the npn Transistor symbol. 

 Ellipse 

Arc 

     

Line 

     Line  
   (a)                        (b)                       (c) 

         
                 (d)                         (e) 

Figure 5. Error recovery on npn Transistor 
symbol 

 

After the recognition of the Ellipse stroke in Fig. 

5(a), the npn Transistor parser reaches state 1, but fails 

because the next symbol in the input is an Arc against 

an expected Line. The parser stores the unparsed stroke 

in the repository associated to the npn Transistor 

recognizer and then invokes the error recovery 

procedure. The Recovery algorithm invoked by the 

parser uses the triple (r1, LINE, 15) to check if the 

current importance value 15 exceeds 30 (i.e., 100-the 

threshold), and then finds in the repository a valid 

stroke compatible with relation r1 and primitive shape 

LINE. Thus, thanks to the recovery algorithm the 

stroke is correctly interpreted as Line solving a 

misrecognition error, as shown in Fig 5(b). The parser 

reaches the state 2 and waits for the next stroke. 

Fig 5(c) shows the sketch after the drawing of a 

horizontal line. The new stroke is not compatible with 

the triple (r2, LINE, 15) associated to state 2. Thus, the 

error recovery algorithm simulates the Base wire of the 

transistor, but cannot continue since will never reach 

the maximum admissible importance value (i.e., 30). In 

this case, a backtracking process restores the parser 

state to the one preceding the error recovery 

invocation. After the drawing of the Base wire stroke 

(see Fig 5(d)), the parser moves from state 2 to state 3, 

and simulates the Collector Wire with the triple (r4, 

LINE, 5), considering all the strokes provided as input 

and including the horizontal line previously sketched. 

However, the threshold value of 70 for the recognition 

of the npn Transistor symbol is not reached.  

When the user draws the symbol in Fig. 5(e), the 

parser simulates the Collector Wire and reaches the 

acceptance state, and the symbol with missing strokes 

is completely recognized. 

 

3. Related Work 
 

A large body of work has been proposed for the 

recognition of freehand drawings using structural, 

syntactic, and temporal methods. 

In [10] Kara and Stahovich present a multi-level 

parsing scheme that uses contextual knowledge to both 

improve accuracy and reduce recognition times. 

However, the recognition process is guided from 

“marker symbols”, which are symbols easy to 

recognize, that they assume to exist always in the 

sketch. Moreover, the approach assumes that the hand-

drawn diagram consists of shapes linked by arrows.  

In [9], Gennari et al. present a circuit diagram 

recognition system that runs isolated symbol 

recognizers to generate an interpretation. In particular, 

the symbols are located by considering the areas with 

high density of pen strokes and the temporal 

information associated to the segmented input strokes. 

Then, the candidate symbols are classified using a 

statistical model constructed on training examples. On 

the other hand the segmentation algorithm used in this 

work does not handle interspersed drawing, so the user 

is required to finish an object before starting a new 

one. 

A strategy quite similar to that proposed in this 

paper has been developed by Alvarado and Davis [3]. 

They describe a blackboard based architecture with a 

top-down recognition component based on 

dynamically constructed Bayesian networks that allows 

recovery from bottom-up recognition errors. In 
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particular, the approach allows to model low-level 

errors explicitly and use top-down and bottom-up 

information together to fix errors that can be avoided 

using context. However, the high computational cost of 

the whole method makes the system unsuitable for 

real-time recognition of realistic sketches. 

To keep the search tractable, the spatial recognition 

method for text and graphics proposed in [14] makes 

some assumptions about the objects in the domain, 

such as, the objects have no more than eight strokes. 

However, these assumptions limit the applicability of 

the method to domains where objects vary in size and 

shape or where assumptions on the object size and 

scale might not hold. 

Another approach to reduce the computational cost 

of sketch recognition is to exploit the preferred stroke 

orders. By the observation that when asked to draw a 

symbol more than once, people tended to draw it in the 

same order and that certain regularities exist between 

individuals, Sezgin and Davis construct a Hidden 

Markov Model based on these orders for recognizing 

each symbol [12]. The HMM-based approach exploits 

the regularities to perform very efficient segmentation 

and recognition. However, the recognition algorithm 

requires each object to be completed before the next 

one is drawn. The approach has been improved to 

exploit both stroke-level and object-level temporal 

orderings, to support continuous observable features, 

and to handle interspersed drawing [13]. 

 

4. Conclusions and Future Work 
 

The paper introduces a recognition technique for 

diagrammatic sketches, which is able to recognize 

hand-drawn symbols with missing strokes and to 

correct stroke misrecognition errors automatically. The 

recognition system is composed of hierarchically 

arranged recognizers automatically generated from 

grammar specifications, which integrates error 

recovery techniques to improve the robustness of the 

recognition. 

In the future we intend to evaluate the effectiveness 

of the propose approach by integrating it in our 

previously development sketch-based software 

application [7]. In particular, we intend to conduct 

several user studies to evaluate the performances of the 

recognition algorithm and the improvements in the 

recognition accuracy achieved with the proposed 

parsing approach. 

Moreover, in order to reduce the number of active 

error recovery processes, and consequently the number 

of user feedback requests, we intend to exploit the 

feedbacks provided by the users to adapt the behaviour 

of the recognizers. In particular, we plan to modify the 

importance values associated to the terminals of the 

symbol grammar based on the acceptance/reject 

decisions of incomplete symbols. 
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Abstract

We show the visual reasoning power of a recently de-
veloped unconventional computing model – the so-called
interval-valued computing. It bears not only a high evi-
dence of power in visual representation of Boolean alge-
braic calculations to show validity of propositional logical
laws but also a natural way of faithful visual following of
the process of the solution of a typical PSPACE-complete
problem, namely, determining validity of quantified propo-
sitional formulæ.

1. Introduction

Diagrammatic and visual reasoning is a basic bridge be-
tween formal reasoning and human understanding. A basic
method for visualizing Boolean algebraic calculations is the
method of Venn diagramms. It is applicable for formulæ
built from two or three propositional variables. There are
good ideas to generalize Venn diagrams to a higher number
of variables (see [3],[5],[6],[7],[10],[13]). We will employ
the apparatus of interval-valued computing which is a re-
cently developed computing paradigm ([9], [11], [12]) that
works with finite sets of intervals (opposite to the interval-
arithmetic which works with intervals taking care about un-
certainty).

Moreover, we show that the interval-valued computa-
tion process is particularly suitable to visualize the process
of evaluation of quantified propositional formulæ. This
process is an unconventional but visually well interpretable
decision process for a PSPACE-complete problem (whether
the given quantified propositional formula is true). This
problem is a basic example of a class of problems where
the question is to determine whether there is a winning strat-
egy for the first player in the given game and most of these
problems are reducible toQSAT .

In Section 2, the notion of interval-values is introduced,
also the interval-valued computations are described. In Sec-
tion 3, we show a visualized proof of a propositional logical
law with four variables. In Section 4, we demonstrate how
visualize an interval-valued computation for the validation
of a quantified propositional formula.

2. The interval-valued computation system

2.1. The idea

In [9], Nagy proposed a new discrete time/ continuous
space computational model, the so-called interval-valued
computing. It involves another type of idealization than
Turing machines – the density of the memory can be raised
unlimitedly instead of its length. This new paradigm keeps
some of the features of traditional Neumann-Turing type
computations.

It works on specific subsets of the interval[0, 1), more
specifically, on finite unions of [)-type subintervals. In a
nutshell, interval-valued computations start with

[
0, 1

2

)
and

continue with a finite sequence of operator applications. It
works sequentially in a deterministic manner.

The allowed operations are motivated by the operations
of the traditional computers: Boolean operations and shift
operations. There is only an extra operator, the product.
The role of the introduced product is to connect interval-
values on different ’resolution levels’. Essentially, it shrinks
interval-values.

So, in interval-valued computing systems, an important
restriction is eliminated, i.e. there is no limit on the number
of bits of a cell in the system; we have to suppose only
that we always have a finite number of bits. Of course, in
the case of a given computation an upper bound (the bit
height of the computation sequence) always exists, and it
gives the maximum number of bits the system needs for
that computation process. Hence our model still fits into
the framework of the Church-Turing paradigm, but it faces
different limitations than the classical Turing model.

Although the computation in this model is sequential, the
inner parallelism is extended. One can consider the system
without restriction on the size of the information coded in
an information unit (interval-value). It allows to increase
the size of the alphabet unlimitedly in a computation. In
this article we employ this inner parallelism to extend the
visual expressiveness of calculations with interval-values.
Long manipulations on the separate bits can be shown as a
unit, acting uniformly to the whole stored data.
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2.2. Interval-values

We note in advance that we do not distinguish interval-
values (specific characteristic functions from [0,1) into
{0, 1}) from their subset representations (subsets of [0,1))
and we use always the more convenient notation.

The setV of interval-valuescoincides with the set of
finite unions of[)-type subintervals of[0, 1).

The setV0 of specific interval-valuescoincides with{ k⋃
i=1

[
li
2m , 1+li

2m

) |m ∈ N, k ≤ 2m, and

0 ≤ l1 < ... < lk < 2m
}

.

We note that the set of finite unions includes the empty
set(k = 0), that is,∅ is also an allowed interval-value.
Our notion of interval-value is related to the notion of gen-
eralized interval ([4]). Our paper outlines not only a rule-
based reasoning system, but an unconventional computation
system whose computations represent and follow also vi-
sually the steps of the solution of the given problem more
faithful than other known unconventional computing para-
digms as membrane or DNA-computing. In [2] diagrams
are used to solve problems on specific graphs.

2.3. Operators on interval-values

Similarly to traditional computers working on bytes, of
course, we allow bitwise Boolean operations. If we con-
sider interval-values as subsets of [0,1), then the operations
negation, disjunction, conjunction coincide with the set-
theoretical operations of complement (A), union (A ∪ B)
and intersection (A∩ B), respectively.V forms an infinite
Boolean set algebra with these operations.V0 is an infinite
subalgebra of this algebra.

Before we add some other operators, we introduce a
function assisting the formulation of the following defini-
tion. Intuitively, it provides the length of the left-most com-
ponent (included maximal subinterval) of an interval-value
A. We define the functionFlength : V → R as follows. If
there exista, b ∈ [0, 1] satisfying[a, b) ⊆ A, [0, a)∩A = ∅
and[a, b′) �⊆ A for all b′ ∈ (b, 1], thenFlength(A) = b−a,
otherwiseFlength(A) = 0.

The binary operatorsLshift andRshift on V are de-
fined in the following way using the characteristic function
notation of interval-values. Ifx ∈ [0, 1] andA,B ∈ V,
then
Lshift(A,B)(x) ={

A(x + Flength(B)), if 0 ≤ x + Flength(B) < 1,
0 in other cases.

Rshift(A, B)(x) ={
A(frac(x − Flength(B))), if x < 1,
0 if x = 1.

Here the functionfrac gives the fractional part of a real
number, i.e.,frac(x) = x − 	x
, where	x
 is the greatest
integer which is not greater thanx. Now we explain the
so-calledfractalian producton intervals.
Let A andB be interval-values andx ∈ [0, 1). Then the
fractalian productA ∗B includesx if and only if B(x) = 1

andA
(

x−B

B−B

)
= 1, whereB denotes the lower end-point

of the B-component includingx andB denotes the upper
end-point of this component, that is,[B, B) is the maximal
subinterval ofB containingx.

The idea and the role of this operation is similar to that
of unlimited shrinking of 2-dimensional images in [14]. It
will be used to connect interval-values of various resolution.
The fractalian product of two interval-values is the result of
shrinking the first operand to each component of the second
one.

2.4. Syntax and semantics of computation se-
quences

In this subsection, we formalize the interval-valued com-
putations of [9]. This formalisation is of Boolean network
style, since equality or similar tests do not seem to be easily
implementable for interval-values, just like in the case of
optical computing (no tests for equalities on images)[14].
As usual, the length of a sequenceS is denoted by|S| and
its i-th element bySi. If j ≤ |S| then the subsequence
containing thej first elements ofS is denoted byS→j .

An interval-valued computation sequenceis a nonempty
finite sequenceS satisfyingS1 = FIRSTHALF and fur-
ther, for anyi ∈ {2, . . . , |S|}, Si is (op, l,m) for some
op ∈ {AND, OR, LSHIFT, RSHIFT, PRODUCT}
or Si is (NOT, l) where{l, m} ⊆ {1, . . . , i − 1}. The
bit height of a computation is the number of the applied
PRODUCT operators in it.

The semantics of interval-valued computation sequences
can be defined by induction on the length of the sequences.
Theinterval-valueof such a sequenceS is denoted by‖S‖.
Let ‖(FIRSTHALF )‖ be the interval-value

[
0, 1

2

)
and

the value of longer sequences be composed by the corre-
sponding operations on the interval-values.

2.5. Decidability

In this subsection, we give the definitions concerning
interval-valued computability and complexity.

Let Σ be a finite alphabet and letL ⊆ Σ∗ be a language.
We say thatL is decidable by an interval-valued compu-
tation if there is an algorithmA that for each input word
w ∈ Σ∗ constructs an appropriate computation sequence
A(w) such thatw ∈ L if and only if ‖A(w)‖ is nonempty.
Furthermore, we considerL also decidable in this case.

This last remark makes it possible to test emptiness and,
by applying set-theoretical operators, also to test whether
‖A(w)‖ = [0, 1). In [9], SAT was solved by a linear
interval-valued computation in the following meaning.

We say that a languageL ⊆ Σ∗ is decidable by a linear
interval-valued computationif and only if there is a pos-
itive constantc and a logarithmic space algorithmA with
the following properties. For each input wordw ∈ Σ∗, A
constructs an appropriate interval-valued computation se-
quenceA(w) such that|A(w)| is not greater thanc · (|w|)
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andw ∈ L if and only if ‖A(w)‖ is nonempty. Again, de-
cidingL instead ofL itself is allowed.

3. Visual expressiveness of interval-valued
computations: Propositional logic

In [9] it was proved that the problem whether a propo-
sitional formula is tautology or not, is decidable by a lin-
ear interval-valued computation. We will show that the
sequence of interval-values produced by this computation
represents visually the information needed to follow the
Boolean algebraic calculation proving or disproving that the
input formula (φ) is a tautology (φ∈ TAUT ). This repre-
sentation is no less natural than the representation by Venn
diagrams.

The solution was to give an algorithm for constructing a
computation sequenceK1, . . . , K3n+m+1 for any input for-
mula φ that contains exactly the variablesx1, . . . , xn and
the number of its subformulae ism. The algorithm pro-
vides the above computation sequence in such a way that its
interval-value will be [0,1) if and only ifφ ∈ TAUT .

Let K1 beFIRSTHALF . For all positive integersk ≤
n, we define

K3k−1 = (PRODUCT, 1, 3k − 2),
K3k = (RSHIFT, 3k − 1, 3k − 2) and
K3k+1 = (OR, 3k, 3k − 1).

The following statement can be established:
For all positive integerk, if k ≤ n then

‖K→3k−2‖ =
2k−1−1⋃

l=0

[
2l

2k
,
2l + 1

2k

)
.

The n independent truth values ofx1, . . . , xn

will be represented by the interval-values
‖K→1‖, ‖K→4‖, . . . , ‖K→3n−2‖. See Figure 1, lines
1–4 for an example withn = 4, X1 is ‖K→1‖, x2 is
‖K→4‖, x3 is ‖K→7‖ andx4 is ‖K→10‖. We also can use
connectives→,≡, as they can be defined by¬,∨ and∧ by
the usual way.

By this correspondence, we can build a mappingi from
{0, 1}n toV in the following way. If(t1, . . . , tn) ∈ {0, 1}n

theni(w) is
[

v
2n , v+1

2n

)
wherev =

n∑
k=1

tk2k.

Let Φ1, . . . ,Φm be an enumeration of all the subfor-
mulae of Φ satisfying that any formula is preceded by
its subformulae (consequently,Φm = φ). The algo-
rithm gives the next part of the computation sequence
(K3n−2+1, . . . , K3n−2+m) in the following way. For each
i ∈ {1, . . . , m},

K3n−2+i =


(AND, 3n − 2 + j, 3n − 2 + k) if φi = φj ∧ φk,
(OR, 3n − 2 + j, 3n − 2 + k) if φi = φj ∨ φk,
(NOT, 3n − 2 + j) if φi = ¬φj ,
(AND, 3j − 2, 3j − 2) if φi = xj .

By induction onj the following statement can be veri-
fied: For eachj ∈ {1, . . . , m}, ‖K→3n−2+j‖ =

{r ∈ [0, 1) :
φj [[r ∈ ‖K→1‖, r ∈ ‖K→4‖, . . . , r ∈ ‖K→3n−2‖]] = 1}.

Hereψ[[t1, . . . , tn]] denotes the truth value ofψ by truth
valuation(x1 → t1, . . . , xn → tn). By this fact, once we
havei, we represent visually all the subformulæ of the input
formula by a homomorphismh from the Boolean algebra of
the propositional formulæ intoV as follows.

h(ψ) =
⋃{i(t1, . . . , tn) : ψ[[t1, . . . , tn]] = 1}.

In Fig. 1 line 5 shows the resulted interval-value of
the propositional formula C0. This representation is very
natural and easily realizable even for 5-6 and more vari-
ables. In principle, this representation works with an arbi-
trary number of propositional variables, only the resolution
of the visual representation give a limit. Having the interval-
values of the propositional variables the solution of SAT or
tautology problems is based on truth-tables: the interval-
values represent bit-sequences. The following part of the
representation is more interesting.

4. Visual solution of a PSPACE-complete prob-
lem

We show the visual reasoning power of the interval-
valued computations by a PSPACE-complete problem,
namely, the problem whether a quantified propositional for-
mula is true. It is also decidable by a linear interval-valued
computation ([11]). Also for this case, we show that the se-
quence of interval-values produced by this computation rep-
resents visually the full information needed to understand
the solution of the given case of the problem.

We continue the computation sequence in the previous
section withK3n−2+m+1, . . . ,K3n−2+m+8n in such a way
that for each integerj < n, the following holds:

‖K→3n−2+m+8(j+1)‖ =
((Lshift(‖K→3n−2+m+8j‖, ‖K→3(n−j)−2‖)∩

‖K→3(n−j)−2‖)
∪
‖K→3n−2+m+8j‖)

∪
((Rshift(‖K→3n−2+m+8j‖, ‖K→3(n−j)−2‖)∩

‖K→3(n−j)−2‖)
∪
‖K→3n−2+m+8j‖),

if n − j is even,

and
(Lshift(‖K→3n−2+m+8j‖, ‖K→3(n−j)−2‖)∩

‖K→3(n−j)−2‖∩
‖K→3n−2+m+8j‖)

∪
(Rshift(‖K→3n−2+m+8j‖, ‖K→3(n−j)−2‖)∩

‖K→3(n−j)−2‖ ∩ ‖K→3n−2+m+8j‖)
in the other case.

In this definition, we did not specify all the intermediate
expressions betweenK3n−2+m+8j andK3n−2+m+8(j+1),
they are the subexpressions ofK3n−2+m+8(j+1) needed
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Figure 1. Example for testing validity of a
quantified propositional formula

to express K3n−2+m+8(j+1) from K3n−2+m+8j and
K3(n−j)−2.

We assume without any further mention, that vari-
ablest1, t2, . . . , tn range over the truth values. We recall
that the quantifier sequenceQ1, Q2, Q3, . . . is defined as
∀, ∃, ∀, . . ., respectively. With these notations, the follow-
ing holds:
For eachj ∈ {0, . . . , n} and for all r ∈ [0, 1):

r ∈ ‖K→3n−2+m+8j‖ if and only if
Qn−j+1tn−j+1 . . . Qntn
Φ

[[
r ∈ ‖K→3·1−2‖, . . . , r ∈ ‖K→3(n−j)−2‖,

tn−j+1, . . . , tn
]]

= 1.
The last statement is the base of our visual representa-

tion. The sequence of interval-values‖K→3n−2+m+8j‖,
(j ∈ {0, . . . , n}), shows visually the steps of computa-
tion corresponding to the application of propositional quan-
tifiers.

A ∀-step means checking the interval AND its corre-
sponding neighbour, while an∃-step amounts to checking
the interval OR its neighbour.

In this way the linear computation sequence of interval-
values includes visually all the information needed to follow
a proof for a quantified propositional formula.

In Figure 1 one can follow a detailed interval-valued
computation deciding whether a given quantified proposi-
tional formula is true.

5. Conclusions

While interval temporal logic ([1]) deals with problems
about interval-values representing non-contiguous events,
our system efficiently computes classical decision problems
with the help of computations on such interval-values. By
the visual power of the system one can easily understand
the reasoning itself. Our system does not use the interval-
relations of [8], but some of these relations can be expressed
by the logic of interval-values. To make explicit compar-
isons of these systems is a topic of future work.
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Visual Environment for the Taylor integration in 3D Stereo 

Alexander Gofen 

The Smith-Kettlewell Eye Research Institute, 2318 Fillmore St.,  
San Francisco, CA 94115, USA 

A cross-platform application called the Taylor Center implements advanced user interface and 2D or 3D stereo 
dynamic visualization of the solution. It integrates ODE's using the Modern Taylor method, having unlimited 
order of approximation, finite step, and high accuracy, allowing to explore or export the solution in different 
formats. Designed in Delphi-6, the package implements a powerful Graphical User Interface, and is portable to 
windowed versions of Linux too. 

Introduction 

    What we expect from an application with 
advanced interactive visualization is: 

 (a) User interface whose style, controls, and 
handlers fit best for the specific model and 
operational tasks; 

 (b) Realistic visualization of the modeled 
process employing all appropriate faculties of the 
human perception, achievable with advanced 
hardware and multimedia. 

    With that in mind we consider a general 
purpose program called the Taylor Center, which 
performs integration of initial value problems for 
systems of Ordinary Differential Equations 
(ODE's) [7,8]. Unlike earlier packages [1,2], this 
sophisticated Taylor Solver is designed for PCs as 
an interactive application with extensive Graphical 
User Interface. Moreover, it was developed in a 
programming environment which exemplified the 
Visual programming and made its good name: the 
Borland's Delphi (a dialect of Pascal having such 
advance features as dynamic arrays, objects, and 
sophisticated graphics). Actually the software may 
be considered as a cross platform Windows/Linux 
project because Borland offers also a Linux 
implementation of Delphi (called Kilex). 

    Although not any mathematical object may be 
readily visualized, the solutions of ODE's are, as 
their geometrical interpretation is trajectories in 
Euclidian space En (planar curves for n=2). In a 
computerized world we can expect not just still 
images of trajectories, but also real time animation 
of the motion along them, and we can even expect 
visualization for n=3 too. 

    This All-In-One application is called the 
Taylor Center (according to the metaphor of a 
"Music Center") because it offers an interactive 

environment, where researchers can input (import) 
ODE's in symbolic format, vary the parameters, 
explore the Taylor expansions and their 
convergence radius, integrate the equations with 
high accuracy (up to all available float point digits), 
store or export the results, graph the solutions and 
"play" them dynamically as bullet trajectories in 
real time animation. The feature making this 
application unique is that it can display non-planar 
3D trajectories as anaglyphic stereo viewed 
through Red/Blue glasses [6,7]. In particular, it 
implements a 3D cursor (controlled by a 
conventional mouse). This cursor with "tactile" 
audio feedback allows users to "touch" points of 
non-planar curves hanging in thin air, while 
viewing the current 3D coordinates. Here the 
multimedia is employed in its full capacity 
(especially because of the stereo viewing – not yet 
ubiquitous in the computer world). 

Particularities of the 3D visualization 

    The perspective drawing of 3D world 
(isometry) is known for a couple of centuries. 
Human imagination easily interprets perspectively 
correct planar images of common objects, 
especially those with strong perspective cues, but 
that is not always the case, and then human 
capability of stereo perception and tools for stereo 
vision come to play. 

    Stereo vision is a powerful ability of our brain 
to recreate an image of 3D scene1 "fusing" the two 
planar images received by the eyes [3, 6]. Mental 
image of 3D space belongs completely to the realm 
of imaginary sensations, because there is no place 
in our body where any kind of 3D replica of reality 
is materialized. The only physical replica we do 

                                                       
1 Mathematically speaking, recreation of the 3D scene 

from a pair of 2D images is not a well defined 
problem, and it may have multiple solutions.    
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have is the two planar images on the retina of our 
eyes. 

    The real excitement of the 3D vision happens 
when we look at objects expected to be planar (a 
screen, a hologram), but the brain suddenly 
discovers a 3D scene in it, popping out from the 
planar surface or shifting back into the depth. 

    This is the 3D Stereo Vision, or the real 3D – 
not to be confused with the misnomer "3D 
Graphics" used for video cards and video libraries. 
This misleading term emerged when the game and 
video technology switched from simplistic 
projections (known as front, side and top views in 
drawing) to a more advanced oblique projection of 
3D scenes. Photos, isometric drawings, artistic 
paintings (if their perspective is correct) all are 
examples of such projection. When we look at 
them, we perceive them exactly as planar 2D 
projections of 3D reality2.

    We have all become good at "reading" these 
projections and understanding the 3D reality they 
represent. Such projections were the closest we 
could come to 3D imagery until invention of the 
stereoscope in 19th century in Great Britain. 

    The two eyepieces of a stereoscope deliver 
the two planar images of a stereo pair directly to 
the respective eyes. Then a miracle occurs: viewers 
perceive the 3-dimesionality of the scene as real – 
so real that they wish to touch the objects hanging 
in air. This never happens when we look at 2D 
projection of the 3D world. 

    After the stereoscope, many other techniques 
were developed for displaying 3D stereo images 
[4]. Except for the holograph, they all use the same 
basic principle as the stereoscope: to deliver each 
of the two images of a stereo-pair to the proper 
(and only to the proper) eye. On the contrary, the 
holographic equipment completely reproduces the 
3D light front, i.e. the 3D vector field of the same 
electromagnetic waves that would be reflected by 
the 3D scene if it were really there. Thus a 
hologram creates a sculptural "ghost" in the real 
world as a physical phenomenon – a 3D scene we 
view by a pair of eyes, while a stereo pair creates 
this scene in our mind – an ultimate addressee 
anyway. Another fundamental difference is in the 
                                                       
2 Binocular viewing of a perspectively correct planar 

image creates perception of a planar drawing only: 
isometric or not, yet in a plane. That is because this 
plane is the solution corresponding to the 3D reality 
encoded in this stereo pair. Surprisingly enough, if the 
same isometry is viewed by one eye at the 
perspectively correct distance, with a little effort the 
brain does generate the stereo perceptions of this very 
scene reconstructing it out of the perspective cues – a 
phenomenon called monocular stereopsis.

quantity of information: a stereo pair is just two 
planar images, while a hologram encodes (almost) 
infinity of them. 

    Does the stereo vision give some advantages 
vs. a planar perspective projection of a 3D scene? 
The isometrics (or photo-imaging) suffice in many, 
but not in all situations. In displaying such objects 
as scenes with rectangular shapes, bodies with 
edges, skeletal structures, scenes with good 
perspective cues or with reflection hints, isometry 
is good enough. For them, the stereo viewing only 
adds certain excitement in perception. 

    Yet the isometrics works poorly for smooth 
surfaces without edges (smooth 2D manifolds). For 
example, to perceive a picture of a sphere or a 
torus, we additionally draw grids on their surfaces, 
or special shadows and reflections. The 2D 
projections become especially inefficient while 
visualizing non-planar curves (1D manifolds) – and 
that is what solutions of ODEs are. For example, 
trajectories of space probes launched to planets of 
Solar system are usually non-planar. To draw them 
in conventional isometry we need to add several 
auxiliary planes and referencing coordinate lines. 
The real stereo viewing eliminates necessity in all 
auxiliary hints (see the 3D demo samples). Thus, 
displaying non-planar solutions of ODEs in 3D 
stereo dramatically improves the perception3.

    This particular software employs the cheapest 
technical realization of stereo vision, known as 
anaglyph stereo, which requires nothing more than 
a conventional PC monitor plus cardboard glasses – 
the cheapest gear possible [6]. The two images of 
an anaglyphic stereo pair must be monochromatic – 
each in a different color (one of the basic 
Red/Green/Blue set). The Red/Blue pair is better 
because their spectrums are farther away from each 
other and better separable. When you look through 
the Red/Blue glasses at the Red/Blue images of a 
stereo pair that overlap on a screen, each eye 
receives only the proper image of the stereo pair. 

    How does the brain fuse stereo pairs 
presented in different colors? After all it evolved 
and is trained to match corresponding elements of 
stereo pairs, and the corresponding elements must 
be of the same color indeed. 

    Fortunately, the brain follows not a "rigid", 
but rather a "flexible" algorithm. Certain neurons 
fire if they find out recognizable elements in the 
image disregarding their colors, while the others 

                                                       
3 There are many other cases when stereo viewing 

becomes essential, being implemented in various 
equipment from micro- to telescopes [4]. For example it 
is used to visually detect counterfeit bills, or changes in 
aerial photos of landscapes. 
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fire if these elements happen to comprise a 
"meaningful" stereo pair. The signals of those 
"stereo-specialized" neurons dominate. As a result 
we easily fuse the 3D scene in spite of the fact, that 
each eye sees it in a different color. This works 
well both on a PC monitor for a single viewer, and 
with a screen projector for a large audience. 

    The modern technology nowadays offers a 
variety of other technical solutions with completely 
uncompromised stereo viewing. 

Particularities of the integration method: 
more than tabulated functions 

    The method of integration implemented in 
this software is the modern Taylor method – to be 
distinguished from its classical counterpart in that 
the process of n-order differentiation was 
optimized and made feasible due to the concepts of 
Automatic Differentiation (AD) and (generalized) 
elementary functions [5]. 

    Among other methods of integration, the 
Taylor method is situated somewhere between 
purely numerical methods and symbolic 
integration. However, unlike purely numeric 
methods, it delivers not only tabulated values of 
unknown functions in point of interests, but also 
their derivatives up to any specified order (default 
30) and convergence radius at every point. And 
unlike symbolic integration, the Taylor method 
applies not only to very limited list of ODEs 
solvable in quadratures, but to any ODEs in regular 
points of the phase space. 

    From the programmatic point of view, any 
Taylor solver differs from conventional integrators 
in that the input – an Initial Value Problem for 
ODEs – should be provided not simply as a 
subroutine computing the right hand parts, but 
rather as arithmetic expressions themselves of 
those right hand parts in order to enable automatic 
differentiation (understood as optimized classical 
formulas for n-th order derivatives applied to 
sequences of basic expressions). 

    Correspondingly, the output and interaction of 
a Taylor solver with other applications has its 
specifics too. The result is not just tabulated values 
of the solution, but rather its expansion into the 
Taylor series (analytical elements), or a sequence 
of such elements (although the tabulated solution 
may be exported also). 

The tasks and environment at a glance     

This section walks you through the basic features 
of the Taylor Center, pre-loaded with fascinating 
classical problems. You will be able to "play" them 

in real time animation, to experiment with a 3D 
cursor, and to study effects of specific parameters. 
To install the program [8], unzip it into an empty 
folder of your choice and run TCenter.exe. To try 
first what makes this program unique, begin with 
the 3D stereo and have Red/Blue glasses ready. 

    Go to Demo/Three Bodies/Disturbed/3D in 
the menu. The compilation script runs and ends 
with a message "Compilation successful", 
displaying a knotty Red and Blue curves. Now put 
on your anaglyphic glasses (over those you usually 
use, if any) and maximize the Graph window. 

    What you hopefully perceive looks like a 
"fishing line" hanging in thin air between the 
monitor and your face. These are trajectories of 
three bodies moving under gravitational pull. More 
specifically, this is the so called disturbed Lagrange 
case. (See Lagrange case proper under Three 
Bodies/Symmetrical). This "fishing line" is a result 
of small disturbances applied perpendicularly to the 
initial plane (the plane of your screen). 

    However the program is capable of producing 
something more than "still life". Click the Play 
button, initiating real time 3D stereo motion of the 
bullets representing the three bodies, and watch 
how they accelerate, decelerate, and couple. 

    When they come to rest, you may try 
exploring the elements of the trajectories with a 
"tactile" 3D cursor. Move it into the scene, where it 
will transform into a small cross. The mouse 
always moves the stereo cursor in a plane parallel 
to the screen. To control its depth, use the mouse 
wheel. (If the mouse wheel is not available, move
the mouse keeping depressed either Ctrl key to 
bring the cursor closer to your eyes, or Shift key – 
to move it away from you). Current 3D coordinates 
of the cursor always appear at the top window 
panel. 

    Now, controlling the 3D cursor, try to touch 
one of the trajectories in space with it. Switch the 
speakers On, and you will hear a clicking sound 
when the touch occurs: this is the so called "tactile" 
audio feedback, helping to explore points of 
interest in the curves. 

    You can rotate the curves in the space with 
the Turn controls. Given specific sizes of the 
parallelepiped, you may notice that the front side 
(controlled by MaxZ value) keeps the curves inside 
the parallelepiped "flattening" them. (Therefore 
increase MaxZ). 

    Already familiarized with the 3D stereo 
features of the package, you may try several other 
problems. Click Main Panel in the menu to re-
visualize the main form, and go to Demo/Four 
Bodies. The two pairs of bodies with equal masses 
are all initially placed in a horizontal plane, parallel 
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to your desk (perpendicular to the screen). The 
horizontal components of the velocities provide 
near circular motion for each coupled pair, while 
the small vertical components push the two pairs 
into a large circular motion around the center of the 
masses (see the initial values in the Main window). 
At the beginning the trajectories spin into a braid 
looking as though they outline a torus (like the tiny 
braided rings of Saturn discovered by the Voyager 
probe). However this braid actually does not 
outline a torus: you can notice that both coupled 
pairs preserve their initially horizontal plane. 

    Another fascinating example of 3D motion is 
under Demo/Möbius. You can watch 4 bullets lined 
up in a straight line whose motion outlines a 
Möbius surface winded 1.5. To get the simplest one 
(winded 0.5), change value of n=0.5 (in Constants), 
Compile, click button Previous (in Graph setting 
page), click Clear in Graph window, and finally 
click the More button. 

    You can explore several more 3D stereo 
examples opening their scripts. Click the Main 
Panel and go to File/Open script menu item. Here 
are files producing 3D stereo images: 

    PendulumApple.scr, PendulumFlower.scr 
(spherical pendulum); 

    KnotChain3D.scr, TrefoilKnot3D.scr; 
    MobiusLarge.scr; 
Beside 3D stereo samples, there are also 

instructive examples in 2D, such as the recently 
discovered eight-shaped solution of the three body 
problem called "Choreography" (in Three 
Bodies/Choreography). Under File/Open script 
there are also two more classical examples in 
celestial mechanics: the Euler case with the bodies 
of equal masses (3EqBodEuler.scr) and the case 
when one mass is near zero (3NonEqBodEuler.scr). 
There are also scripts for single and double 
pendulums, and the Four body Lagrange case 
(4BodiesPlane.scr). 

Conclusions  
Summarizing all the features, with the current 
version of the Taylor Center users can: 

• Specify and study the Initial Value Problems for 
virtually any system of ODE's in the standard 
format of explicit 1st order ODE's with numeric 
and symbolic constants and parameters;  

• Perform numerical integration of Initial Value 
Problems with the high accuracy (up to all 
digits of 64-bit mantissa), while the step of 
integration remains finite and does not approach 
zero (because the order of approximation is 
high: by default 30, or higher). 

• Obtain the solution as a set of analytical 
elements – Taylor expansions covering the 
required domain, exportable to other systems 
either as is, or in tabular format; 

• Study Taylor expansions and the (heuristic) 
radius of convergence for the solution at all 
points of interest (with the only limitation that 
the terms in the  series do not exceed the 
maximum value of about 104932 implied by the 
10-byte implementation of the real type 
extended);  

• Perform integration either "blindly", or 
graphically visualized; either a given number of 
steps, or until an independent variable reaches a 
terminal value, or until a dependent variable 
reaches a terminal value;  

• Switch integration between several versions of 
ODE's defining the same trajectory with respect 
to different independent variables. For example, 
it is possible to switch the integration by t to 
that by x or y in order to reach the terminal 
value (or zeros) of the dependent variable;  

• Integrate piecewise-analytical ODE's;  

• Specify different methods of controlling the 
accuracy and the step size;  

• Specify accuracy for individual components 
either as an absolute or relative error tolerance, 
or both;  

• Graph color curves (trajectories) for any pair of 
variables of the solution up to 7 on one screen, 
either as plane projections, or as 3D stereo 
images to be viewed through anaglyphic 
(Red/Blue) glasses. The 3D cursor with audio 
feedback (controlled by a conventional mouse) 
enables "tactile" exploration of the curves 
literally "hanging in thin air"; 

• "Play" dynamically the near-real time motion of 
bullets along the computed trajectories either as 
2D or 3D stereo animation;  

• Graph a field of directions with a grid of short 
lines or curves of variable length; 

• Explore several meaningful examples supplied 
with the package such as the problem of Three 
or Four Bodies, "Choreography". Symbolic 
constants and expressions parameterize the 
equations and initial values making it possible 
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to try different initial configurations of special 
interest.  

The current kernel version may be further 
developed in different directions (Fig 1):  

- To implement other types of arithmetic (complex 
numbers, intervals);  

- To generate compileble code in Assembler or in a 
high level language; 

- To simultaneously integrate an array of Initial 
Value Problems;  

- To compute derivatives by parameters.  

- To implement special loops and array variables 
(to automate expressions of high complexity in 
the right hand sides such as sums of many 
terms). 
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(1) Native Intel 10 byte float point numbers 
(64 bit mantissa)

(2) Not yet implemented 

Parsing and compiling into…

Fig 1. The outline of the Taylor center kernel. The source ODE's, symbolic constants and initial values are entered in 
editor boxes or from a file. The interactive environment controls how to integrate, what to graph, and what to export. 
The dotted boxes represent features possible in future developments.    
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Abstract 

The research described in this paper is part of an 
international project launched among several 
research institutions in order to define cartographic 
solutions able to better summarize spatial database 
content and represent geographic knowledge. 
The solution proposed to achieve this aim is based on 
the chorem concept and its capability to associate a 
visual notation with a schematized representation of 
territory.  
In this paper we focus on the embedded visual 
environment for chorem editing meant to enable 
expert users, such as cartographers, to add details 
for map customization.  

Keywords: visual metaphors, spatial databases, 
digital cartography.  

1. Introduction 

Visual tools represent a notable support for 
several human activities, where the complexity of 
reality of interest can require considerable efforts by 
users with no familiarity with specific procedures.  

Recent literature has demonstrated that an 
approach based on advanced (visual) applications 
embedding visual languages and environments 
results more effective in achieving the expected 
results, because it takes into account users’ expertise 
and allows to customize their interaction in 
agreement with usability criteria. In particular, the 
usage of visual metaphors represents a solution when 
dealing with geographic data and applications. Here 
the double nature of data, which assembles 
descriptive and spatial properties, implies the inner 
complexity of many applications, such as geographic 
information systems, spatial decision support systems 

and spatial data mining. Then, it should be more 
productive to exploit proper visual representations to 
locate problems and new patterns, in order to bridge 
the gap between the expected applications and 
domain expert users.  

To this aim a research program was launched 
among several research institutions in order to test 
whether cartographic solutions based on chorems can 
be more satisfying in representing visual summaries 
of datasets. Proposed in [1, 2], chorems are defined 
as a schematized representation of territory, where 
some salient aspects of the global vision are 
emphasized. Figure 1 gives an example of the France 
chorem map  where the some aspects are stressed, 
namely the geometric shape is simplified, only some 
big cities are mentioned and two flows are depicted, 
which represent the trend of  people migration. 

Figure 1.  An example of chorem map 

Then, this capability of chorems to visually 
describe the thematic content of a spatial dataset is 
the starting point to construct maps for spatial 
decision making.  

The research we are carrying out arises from this 
assert, i.e. the necessity of providing expert users 
with a (semi)automatic system to build chorems, 
starting from datasets, even heterogeneous in data 
format and source. In particular, in this paper we 
describe the visual environment which will be 
embedded in the system in order to allow expert 
users to edit both chorems and chorem maps. It adds 
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a vector graphic editor the capability to jointly handle 
a descriptive component, expressed as a set of 
attributes associated with graphic features. The 
chorem editor imports an XML-like format and 
exports an SVG format, which can be then used by a 
traditional editor/browser.  

The paper is organized as follows. Section 2 
describes the main components of the explorative 
system, focusing on the ChorML language. In 
Section 3 the visual environment embedding the 
Chorem Editor is described, showing some 
functionality. Conclusions are given in Section 4. 

2. An explorative system for chorem 
extraction and management 

The concept of chorem, introduced by Brunet in 
[1, 2], is used mostly by geographers to manually 
depict basic features of a territory. The knowledge 
they represent is essentially coming from their 
familiarity with the territory, its history, the climatic 
constraints and the main sociological and economic 
problems. Features such as cities, population and 
specific phenomenon trends, represent the most 
common concepts that can be sketched by chorems.   

Since then, the increasing popularity of chorems 
as metaphor to represent elements of interest, has 
involved new research fields, where the usage of 
chorems may represent an effective tool both to get 
an immediate idea of data in terms of visual summary 

and to derive new information starting from 
elementary visual patterns.  

Recent literature has shown that when chorems 
represent either a visual summary of spatial database 
contents, or a global vision of a spatial database [4, 
5], or visual geographic knowledge, it is possible to 
envision comprehensive software tools able to extract 
and associate chorems with a layout [5]. 

To this end, we have designed the explorative 
system whose architecture is shown in Figure 2. It 
consists of two main subsystems, namely the Chorem 
Extraction Subsystem, whose aim is to discover 
geographic patterns starting from spatial datasets, and 
the Chorem Visualization Subsystem, which assigns a 
visual representation to knowledge previously 
discovered.  

The Chorem Extraction Subsystem provides for 
both traditional and spatial data mining techniques, 
each of them devoted to accomplish a specific task. 
In particular, the spatial pattern discovery task is 
meant to extract spatial knowledge by applying 
clustering and aggregation procedures together with 
SELECTs queries to the database. Such a knowledge 
may be then translated into a set of  chorems, which 
are expressed by an GML-like representation, named 
ChorML0.

Once both inter-chorem and topological 
relationships are computed, a ChroML1 version is 
obtained where proper tags are added in order to 
handle information about how chorems are spatially 
bound.  

Figure 2. The architecture of the system prototype 
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Once the list of chorems and the set of constraints 
among them are obtained from the Chorem Extraction 
Subsystem, they are sent to the Chorem Visualization 
Subsystem in order to derive a visual representation of 
chorems and chorem maps, both in terms of layout and 
semantic content. As shown in Figure 2, five different 
tasks are performed by this subsystem, namely chorem 
drawing, coordinate translation, best-placement of 
chosen chorems, pre-layout computation and chorem 
editing. As for the chorem drawing, it is performed 
through three, not necessary interconnected, steps, 
named simplification, choremization and 
generalization, where some procedures and spatial 
operators are invoked in order to derive sketched 
representation of the involved elements.  

Once the drawing of the chorem is obtained, users 
are asked to specify details about the output map, such 
as the number of colours and the final layout format 
(for instance A4). The latter affects the number of 
chorems that can be introduced onto a map, since it is 
necessary to guarantee the readability requirement. 

The goal of next step consists of aggregating 
chorems onto the output map. This is accomplished by 
a multi-agent system whose aim is to spatially arrange 
chorems onto the chosen visualization format and 
determine their best placement [3], preserving 
structural and topological constraints among them. In 
order to guarantee the best placement requirement, 
independent sets of interrelated chorems may be 
aggregated onto different maps, thus providing users 
with more intuitive and readable chorem maps. 

Some difficulties can occur regarding chorem 
placement and layout, as well as further refinements 
affecting semantic and graphic properties may be 
required by users. To this aim, users are provided with 
a tool for chorem editing as described in Section 3,  
which allows them to refine the expected output map.  

3. The visual environment for chorem 
editing

The final goal of the explorative system we are 
developing, consists of providing expert users with 
visual representations of the spatial knowledge they 
own about spatio-temporal phenomena. 

This phase may require the human intervention in 
order to adapt the chorem map to better express the 
geographic knowledge associated with it. It may be 
necessary because a basic dictionary is usually 
provided which contains a set of chorem types 
covering general concepts in a domain of interest. 
However, on specific demands more details should be 

added in order to enrich the semantics of a chorem, by 
modifying the graphic representation and/or the 
descriptive component, as well as the underlying 
layout. 

The Chorem editor represents the tool suitable to 
the refinement process, which is the last step of this 
phase. In particular, the Chorem Editor may perform 
several tasks, from the import of a list of chorems, to 
their display and modification, from the export of 
ChorML2 code to the generation of SVG-based 
representations.  

First, it accepts a list of chorems positioned onto a 
chorem map and a set of constraints both expressed in 
terms of ChorML1. The editor transforms the tags 
related to the spatial position of elements into a 
graphical representation based on SVG [6]. Such a 
transformation is illustrated in Figure 3, where the 
involved tags are highlighted.  

Fig. 3. An example of ChorML2 code 
At this point, users may interact with the 

environment in order to derive a visual representation 
that better matches with their mental model. They can 
modify both visual representation and semantic 
structure of chorems, without loss of consistency 
between them. Moreover, users may also solve 
problems regarding chorem placement and layout by 
changing chorem position, colours and shape. 

Once a suitable visual representation for a chorem 
map is obtained, it can be saved in ChorML2 for 
further refinements and manipulations. Finally, an 
SVG file can be exported, containing the necessary 
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information for the chorem map visualization through 
a traditional graphic editor/browser.  

The Chorem Editor has been built as an extension 
of the Magelan Graphics Editor, an open source 2D 
vector graphics editor, based on Java programming 
language. It consists of two working areas, namely a 
property window and a visualization window, and a 
toolbar containing both a set of buttons and a tabbed 
list by which functionality may be invoked. In 
particular, the property window allows users to interact 
with and modify chorem properties, also affecting the 
visual representation. Analogously, the visualization 
window, which is meant to display the chorem map 
under construction, allows users to manipulate its 
graphic components, also affecting properties 
displayed into the property window. 

Figure 4 shows the visual interface of the Chorem 
Editor, where a chorem map is under construction, 
containing two points with different sizes representing 
cities, a flow between them, representing a migration, 
and a region which spatially contains all these 
chorems.  

In the Chorem Editor, chorems are distributed on 
different layers, thus allowing users to handle each 
graphic object independently of the others. Moreover, 

every change performed on the graphic properties 
affects also the corresponding attributes and vice versa.  

4. Conclusions 

The usage of chorems as visual summary of spatial 
databases supports expert users to obtain an immediate 
synthesis of semantic data content. Such a synthesis 
may be the starting point for further processing tasks 
aimed to derive spatial analysis data, as well as to 
support expert users in decision making.  

This paper describes a system prototype embedding 
a visual environment for chorem editing, whose 
functionality is defined according to some exhibited 
guidelines, such as the consistency between spatial and 
descriptive components and the provision of a domain-
based vocabulary of elementary chorems.  

Further modules are being implemented, namely the 
Legend  Editor which associates a chorem map with a 
set of symbols useful to interpret it, and the ChorML
editor for users able to directly manage map content 
through the textual language. 

Figure 4. The Chorem Editor interface 
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