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Foreword

Welcome to Boston. The International Conference on Distributed Multimedia Systems
has entered its fourteenth year. For the past thirteen years, the Conference on Distributed
Multimedia Systems has covered a wide spectrum of paper presentations, technical
discussions and demonstrations in the field of distributed multimedia systems. The main
topics of the DMS2008 conference are: network and systems, emergency management
and security, situated computing, multimedia software engineering, multimedia and geo-
systems, distributed multimedia computing, multimedia information retrieval, digital
home and health care. This year’s technical program also includes two workshops:
International Workshop on Distance Education Technologies (DET2008) and
International Workshop on Visual Languages and Computing (VLC’2008) with a special
track on sketch computing.

The DMS2008 Program Committee selected papers for publication in the proceedings
and presentation at the Conference based upon a rigorous review process. This year,
authors from nineteen countries will present papers at the conference: Brazil, Canada,
France, Germany, India, Iran, Italy, Japan, Malta, Netherlands, Portugal, Romania, South
Korea, Spain, Sweden, Taiwan, United Kingdom, United States and Venezuela.

We appreciate having had the opportunity to serve as the program co-chairs for this
conference, and are very grateful for the outstanding efforts provided by the organizers
and program committee members of the above mentioned workshops and special sessions
and tracks. The Program Committee members and reviewers provided excellent support
in promptly reviewing the manuscripts. We are grateful to the authors and sessions
chairs for their time and efforts to make DMS2008 a success. The support of the
Computer Science Department of the University of Venice in the organization of the
special session on multimedia and geosystems is gratefully acknowledged, as well as the
support of the University of Salerno in the organization of several special sessions on
visual languages, gesture computing and others, and other universities' support of similar
efforts. As always, Dr. S. K. Chang of the Knowledge Systems Institute, USA, provided
excellent guidance throughout the effort.  Last but not least, we all owe a debt of
gratitude to the heroic efforts of Mr. Daniel Li, as well as other staff members of
Knowledge Systems Institute.

Erland Jungert and Masahito Hirakawa
DMS2008 Program Co-Chairs
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Keynote I:
On-Demand P2P Media Streaming Over the Internet

Son T. Vuong

Abstract

On-demand media streaming has gained considerable attention in recent years owing to its
promising usage in a rich set of Internet-based services such as movies on demand and
distance learning. However, the current solutions for on-demand media streaming,
primarily based on the client-server model, are not economical and not scalable due to the
high cost in deploying the servers and the heavy media traffic overload on the servers.

We propose a scalable cost-effective P2P solution called Bit-Vampire that aggregates the
peers’ storage and bandwidth to facilitate on-demand media streaming. In this talk, we will
discuss the state of the art of P2P on-demand video streaming and in particular present a
novel category overlay P2P architecture that enables efficient content search called COOL
(CategOry OverLay) search, and the concept of Bit-Vampire that makes use of COOL
search and a scheduling algorithm for efficient concurrent media streaming from multiple
peers. Other related practical issues such as efficient pre-release distribution for flash
crowd congestion avoidance are also discussed. A movie streaming demo is also presented
to illustrate the application of Bit-Vampire that will enable the “Internet DVD player”
technology in the future.

About Dr. Son T. Vuong

Prof. Dr. Son T. Vuong received his Ph.D. in Computer Science from the University of
Waterloo, Canada where he was a lecturer and assistant professor in 1981-1982. Since 1983,
he has been a professor in the Computer Science Department at the University of British
Columbia in Vancouver, Canada. He was a founder of the Distributed System Research
Group and is now Director of the Laboratory for Networks and Internet Computing
(NICLab). He is an internationally renowned researcher on protocol engineering, distributed
multimedia systems, and collaborative computing. His areas of research interest in recent
years also include semantic search, p2p video streaming, mobile agent technology and
applications, network security, and eLearning. He has co-authored a US patent, written over
180 papers and co-edited three books, including the book on “Recent Advances in
Distributed Multimedia Systems” published in 1999. Dr. Vuong has served on many
conference program committees and was co-chair and co-organizer of eight international
conferences (Multimedia’08, DMS’08, NOMS’06, DMS'97, ICDCS'95, PSTV'94,
FORTE'89, IWPTS'S8).
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Keynote II:
Visual Summaries of Geographic Databases

Robert Laurini

Abstract

For several applications, it is interesting to have an idea of database contents. For instance
in geo-marketing, a decision-maker could be interested in knowing the places where his
products are not well sold. In other words, the summary of a database must include only the
important items.

The goal of this paper will be to present an international project aiming at generating visual
summaries of geographic databases based on chorems. For years, chorems — as
schematized representations of territories invented by a geographer named Brunet — are
used to represent the more salient aspects of a territory. But in this methodology, the
designer is supposed to know everything and to propose a schema. In contrast, in our
project, the starting point is a geographic database representing information over a territory
for which one wants to generate a drawing emphasizing only the salient aspects called
patterns. So, two main problems exist, first to extract the salient patterns from spatial data
mining, and the second visualizing the results after having done both a geometric
generalization of the territory boundaries, and a semantic generalization of the contents.

This paper will first present the problems of discovering patterns and selecting the more
important ones (5 £ 2). Then, we will explain how to make the geometric and semantic
generalizations. After having presented a model of patterns, we will present the ChorML
language used for both for storing and visualizing them.

LAURINI R., MILLERET-RAFFORT F., LOPEZ K. (2006) "A Primer of Geographic
Databases Based on Chorems". In proceedings of the SebGIS Conference, Montpellier,
Published by Springer Verlag LNCS 4278, pp. 1693-1702.

DEL FATTO V., LAURINI R., LOPEZ K., LORETO R., MILLERET-RAFFORT F.,
SEBILLO M., SOL-MARTINEZ D., VITIELLO G. (2007) "Potentialities of Chorems as
Visual Summaries of Spatial Databases Contents", VISUAL 2007, 9th International
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ABSTRACT

Despite the rise of video-on-demand systems and in particular,
those that rely on peer-to-peer(p2p) technology, the role of the
actual multimedia content being transferred remains remarkably
stagnant. Though it is immediately obvious that the primary
purpose of the multimedia is to transfer information from the
provider to the consumer, this relationship is quickly becoming
reciprocal. ~ While traditional methods of ascertaining user
preferences and subsequently providing recommendations have
been limited to general content genre and user selections and user
feedbacks, the emergence of more interactive and pervasive forms
of media, such as aforementioned p2p VOD systems, have given
rise to new avenues for keeping track of and subsequently
meeting user needs. Based on the idea of contextual priming, we
introduce a new framework, SUE, that essentially changes the
role of media content from a static point of reference for
advertisements to an active determinant in the decision making
process by taking advantage of the intimate level of user profiling
afforded by the Internet as well as the linear and segmented nature
of p2p technology to determine a user's exact on-screen
experience at any given time interval. Our design differs from
other existing systems in two ways: (a) the level of granularity it
can support, accommodating factors from both the user's on-
screen and physical environment in making its recommendations
and (b) in addressing some of the shortcomings seen in current
applications, such as those imposed by coarse user profiling and
faulty associations.

1. Introduction

Peer-to-peer (p2p) systems are traditionally considered as only
a means of data sharing, often overlooked as also a medium in
which end-users spend a lot of time interacting with. Currently,
these systems are moving away from being just a passive tool to
facilitate file sharing [1][2](i.e. using the system to download a
file found on a tracker, and then using another program, such as a
media player, to access the file) to a more interactive agent, where
the entire process of seeking, retrieving and accessing file is
available in the same application.[3][4] This is particularly true in
the case of the increasingly prevalent market of online video (i.e.
VoD) systems.

Such systems often maintain information about user activity
and can offer an intimate and previously unattainable level of
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customization through which a user's choices and preferences can
be used to further supply them with advertisements tailored
specifically for their indicated needs/taste. This becomes even
more significant when one compares the level of granularity
possible with this type of targeting to that available in other forms
of media of comparable scale. (i.e magazines and web page
advertisements are relevant only to their immediate content, TV
ads likewise are based on target audiences of the genre of the
show being broadcasted and/or the channel being broadcasted on,
and e-mail spam is done indiscriminately at best, and usually
offers completely unnecessary products.) But we have yet to see
anything that takes full advantage of this new medium beyond
content-based recommendations relying on data from user
selection of channels or movies or through the use of
collaborative filtering and user profiles.

In this paper, we aim to address this oversight through the
introduction of a new framework that allows for a much finer
level of granularity with which to track and make use of users’
activities to provide them with more suitable recommendations,
using a new paradigm to evaluate the user state by revising the
role of a media’s content in gauging user preference. The crux of
our framework’s design relies on the conveniently sequential
nature of video viewing(as opposed to, for example, text
browsing, in which a user's focus can jump rapidly across any
particular area of text), which allows us to determine the exact on-
screen content a user is being exposed to at any given time.
Coupled with user profile information that maintains (a) what the
user has been experiencing in the immediate past and the stimuli
these past events generate, (b) the user's distant past history and
inclinations, and (c) the physical environment the user is in,
intimately relevant recommendations can be made.

Instead of relying strictly on what the user thinks(such as use
of user ratings) and what they state to be their preferences (such
as the channels they subscribe to or the movies they select) we
essentially focus on what users do and what/how they feel at any
given moment to make recommendations. In short, we introduce
the framework for a system utilizing empathy, or S.U.E. We base
the theoretical viability of our framework on the idea of
contextual priming.



2. Background and Design

Since our framework relies heavily on the concept of
contextual priming, we begin with some basic background
information concerning contextual information and their
applications with regards to advertisements as well as how we
apply this knowledge into the realm of videos for the purpose of
our framework.

2.1 Contextual Priming

The priming principle[7] is a concept in advertising which
states that different types of advertisements are perceived by
consumers with varying intensity based on the context in which it
is experienced. The principle asserts that the susceptibility of the
consumer to a particular type of advertisement depends on the
context that is serving as a primer. Context, as defined by [10] is
the characteristics of the content of the medium in which the
advertisement is inserted. The mood congruency-accessibility
hypothesis[9][14] therefore suggests that advertisements that are
relevant for or congruent with the mood of a subject at the
moment may be more easily accessed and processed, with the
implication that depending on the type of advertisement and the
context, certain desires/needs can be made more salient.

We refer to the various factors that could act as a primer and
thus affect user preference and desire as the stimuli that can
influence user behaviour. Therefore, short term interests that
arise in a user are constructed, at least in part, based on the
various stimuli they have been exposed to in the immediate past
while any long term preferences they have can be viewed as their
perceived susceptibility to any given stimuli. Applying this
notion of stimuli to a user viewing a video, we denote two
different sources of stimuli affecting a user, their on-screen
experience and their off-screen experience.

2.1.1 Events and Stimuli

As users expose themselves to video content, they are
subjected to the influence of the stimuli within. We refer to the
various time intervals within a video where one or more stimuli’s
influences have especially strong impact as events within the
video. We can consider an event then as simply a collection of
stimuli and their corresponding strengths. Since the user will only
be experiencing a particular scene when it is being displayed by
the system, we are able to effectively determine what stimuli they
will be exposed to from their onscreen content at any given time.

Likewise, the physical environment in which a user is
operating in also contributes to their immediate interests and
desires. Environmental psychology states that an individual's
environment(such as weather, temperature and other such
meteorological events) can have a significant effect on the mood
and inclination of an individual[18][19][20]. In [18], Tai and
Fung explored the influences of environmental cues in stimulating
a user's pleasure and thus willingness to make purchases.
Furthermore, the experience and mood of the user has a direct
correlation, as seen [21], in the willingness of the user to become
receptive to advertisements and to carry through and even shop,
indicating the importance of being able to both ascertain and keep
track of a user's environmental data.

We can consider the various aspects of their physical
surroundings, such as temperature, location, time of access,
barometric changes and weather as the environmental factors

which will influence user behaviour and preference through their
effects on the perceived strength of any particular stimuli. We
can then treat each environmental factor as a collection of stimuli
and weights. These weights are then applied to any stimuli a user
experiences to determine the effective strength of the stimulation.

2.2 System Design

In this section, we examine the design of our system. First, we
will look into the way our media, in this case segmented videos,
are handled. Then, we will examine the architecture of our
framework.

2.2.1 Multimedia markup

As we indicated in the previous section, since our system only
cares about the various events within a video, the additional space
overhead needed to implement our system over an existing one is
minimal. By representing each video(or more likely, their
individual segments) as a list of <time, Event> pairs and treating
this information as metadata that must be retrieved along with
their corresponding video content, the appropriate stimuli can be
applied. This information could easily be added into the metadata
information that most existing video-on-demand systems already
maintain on their content. (See Figure 1)

Video Content

Event x:
[<Stim1,Str1>,...,<Stimn, Stm=]
Figure 1. Video events, occurring at sporadic time intervals,
as represented by their constituent stimulus/strength pairs

2.2.2 System Architecture

We divide our recommendation framework into three distinct
components; Advertisement Decision, Advertisement Retrieval
and Advertisement Presentation. As the intention of this paper is
to demonstrate the viability of such a framework in exploiting the
nature of the media in VoD systems, we will focus on the
Advertisement Decision component and how it makes use of the
aforementioned stimuli data, briefly touching on certain
considerations for how advertisements can be retrieved and stored
when the system is operating over various underlying networking
structures.  Further information on the overall framework and
details about its corresponding modules can be found in [13].

The advertisement decision component refers to the aspect of
the framework responsible for determining what type of
advertisements would be most suitable/well-received by the user
at any given time. Although the specific flow of events(such as
Figure 2) is of course up to the specific underlying
implementation , we propose that there are three main factors that
influences the final recommendation being made to a user.
Specifically, a recommendation is made through the
amalgamation of the user's past/usual preferences, the immediate



stimulus/stimuli they are being exposed to, the nature of the
content they are being exposed to and the physical environment
that the user is in. We refer to these as the user’s General Interest,
Immediate Interest, and Environmental Factors respectively.

’—‘ Watching Madia - N

No

Apply movie weight to
Is there an event? Yes— event stimuli strength,

Does event's stimul causes any
add to general interest g

stimulus to exceed threshold?

Yes

Determine immediate
interest and factor in
general intarest

factors

Generate indicated
interest

Figure 2. Sample flow of events

From Figure 2, we see that a user’s preferences, which refers
to the stimulus/stimuli that they are being aroused by, is
continuously affected by their interaction with the media, in this
case a video. As such, the immediate interest of the user
represents what type of stimulus the user is most susceptible to at
any given time during their use of the application. This interest is
defined when one or more stimuli's value, which continuously
increased or decreases based on user experience, exceeds a certain
given threshold. This represents when the user has been
influenced by their experiences to a degree sufficient to become
susceptible to a specific type of information/advertisement[10].
The threshold can be anything, ranging from an arbitrary value to
some product of the user's past history as well as the nature of the
content they are interacting with, dependent on the underlying
implementation.

Once threshold has been exceeded, the user’s past preferences,
which has already been taken into account when they were being
exposed to the various stimuli within a content’s events to
correctly reflect the level of perceived impact each stimulus has
on the user based in individual stimulus susceptibility, is factored
in. Since each user has their own specific taste and thus are
susceptible to different stimuli at varying degrees, the use of their
past preferences, which is composed of information such as
previously selected advertisements and favoured stimuli, allows
us to gauge the likely effectiveness of each stimuli on the user and
select accordingly. Another factor in determining stimuli to push
to the user is the aforementioned environmental factors. The use
of environmental factors serve as a catch-all filter allows us to not
only remove irrelevant or potentially offensive recommendations,
but also push advertisements that are more immediately relevant.
Environmental information will let us be able to, for example,
avoid pushing generic advertisements for products to individuals
who are found in countries where such products are illegal or
otherwise frowned upon.

After a stimulus or stimuli have been chosen by the system, it
will, through the use of the underlying Advertisement Retrieval
component, seek out advertisements or recommendations within
the network that matches the desired stimulus/stimuli and the
advertisement will be retrieved and subsequently displayed by the
Advertisement Presentation component.

It is worth noting that there are certain considerations
regarding system implementation that needs to be taken into
account depending on the type of network our system will be
running over. Here, we will briefly examine the changes we will
need to make to system design for each of the more prevalent
network models available (client/server, unstructured p2p and
structured p2p(i.e. DHTs) systems) to accommodate our
framework, discussing briefly their pros and cons.

Central Server Hybrid

Figure 3. Types of networks

In a central server model, the storage and retrieval of
advertisements is trivial. The server would contain a database of
advertisements and searching for an appropriate advertisement
would then be a simple matter of submitting standard SQL queries
to the server to match the weight/stimuli combination desired.
The use of a central server would allow for a very fine fidelity of
matching to be done for the advertisements to be retrieved. After
the appropriate advertisement is found, the server returns the file.
Likewise, centralized p2p networks would operate in a similar
manner except it would instead just provide the querying node
with a list of nodes that possess an appropriate advertisement and
its corresponding advertisement id. Of course, the obvious
shortcoming of this type of network is the introduction of a
bottleneck and single point of failure.

For unstructured p2p systems where superpeers/seedpeers are
deployed, they can be used as a means of processing the queries
while the advertisement objects will be spread across the system
based on user activity and existing clusters/domains. Beyond
that, the difference between the central server and hybrid model is
minimal. However, one will need to have some way of ensuring
that a search will be complete in terms of advertisement
searching/availability since there is no central system to rely on.
To ensure that the network has at least one copy of each valid
advertisement at any given time, one can make use of superpeers
as seedpeers as an option. By forming a backbone/overlay
between the superpeers, clusters can communicate easily and the
overlays be given the responsibility of handling the different
categories.

Over structured p2p networks(i.e those that make use of
DHTs), we introduce the problem of advertisement matching.
Since we will need to perform range matching over a host of
criteria to identify the appropriate advertisement to retrieve, we
will need a way to distribute storage of advertisements with



similar or even identical properties in different nodes to ensure
system health. To overcome this apparent conflict to the
keyword-based nature of DHT, solutions as the content-based
pub/sub systems, such as that presented by [23], is an option.

3. Related Works

In this section, we will examine some existing works related to
our research and discuss briefly the potential benefits of using
SUE in comparison to existing methods of recommendation/
advertisement generation.

3.1 Psychologically Targeted Persuasive
Advertising

In [17], Saari et al. explored the viability for a framework to
"induce desired emotion and attention related status." [17], the
idea being that what the users experience will affect their
subsequent willingness or inclination towards other behaviours.
Their work pushed for the idea of the use of context, placing
advertisements at 'well recognized' onscreen locations and even
inducing endearment of the user towards the system in question,
but did not go into detail on how they plan on doing that. While
they briefly touch on many of the ideas we also make use of, their
goal is a much more general framework than ours, which targets
videos since they allow for a much greater level of granularity.
Furthermore, their proposed system actively aims to impose
emotions on a user, while ours simply offers the ability to better
gauge user state, making our system far less intrusive.

3.2 Collaborative and Content-Based

Recommendation Systems

Recommendation systems provide users with suggestions on
items that might be of interest to them. They typically employ
two types of filtering methods in order to determine user
preference: collaborative filtering[11] and content-based
filtering[12]. Collaborative filtering offers recommendations to
users based on the selections of other users with similar
profiles/interests, and therefore assumed to have similar taste.
Content filtering on the other hand provides recommendations
based on the intrinsic properties of the item selected.

The most indicative use of collaborative filtering can be seen
in commercial sites such as [5] and [6]. Such systems make use
of information such as user history and user feedback ratings in
order to build up user profiles. These profiles are then compared,
offering a user selections made by other users. Problems
commonly associated with this filtering technique include the
need for rating information from other users [12] in order to
provide recommendations, a problem with the accuracy of
matches if there is insufficient overlap between profiles [11],
requiring user feedback and ignoring the potentially useful
properties of the content being [19].

Content-based recommendations, on the other hand, make
extensive use of the attributes of the content in order to make
suggestions[16]. Attributes and keywords associated with the
content are given strength ratings, the recommendations made
based on matching said ratings through text categorization[15].
However, current content-based recommendation systems can
suffer from the problem of being unable to classify or define a

user's profile or give accurate predictions on possible future user
interests.

Many video-on-demand(VoD) systems, such as[14], also make
use of a hybrid approach, using the movies or channels that the
user subscribes to as well as user provided ratings in order to
decide what kind of recommendations are suitable for the user
while matching their selections against other profiles. Others,
such as [8], assign categories to advertisements and entire videos
in order to make matches. As well, they make use of data from
explicit user interactions with past advertisements in order to
determine which advertisements to push.

In this regard, the main difference between our framework and
the others is that we don't particularly care about what the user
states as their desired channel or preferences or which movie they
select. Instead we base our advertisement suggestions on what
the user actually watches. For example, if a user only watches a
particular segment of a film repeatedly(say, a particularly good
chase scene), then we only extract user preference information
from that particular segment. This yields significantly different
data than if we were to use traditional methods of profiling based
on movie selection[5] or even channel registered[4], which is
even more problematic since channel contents are not necessarily
homogenous(i.e shows of Fox don’t all share the same
characteristics). Considering that similar content can be found on
different and possibly philosophically opposite channels, the
unreliability of using channel selection as a criterion for user
profiling becomes even more evident.

4. Conclusion and Future works

While there have been a lot of work done in both the
commercial sector and academia regarding recommendation
systems and ways of gauging and predicting user interest, they
focus on the user’s selections and choices as static points of
reference, which in the case of the increasingly dynamic nature of
the content users are being exposed to, is inadequate. With the
emergence of the internet and video-on-demand systems, it is now
viable to know exactly what a user is experiencing on-screen at
any given time as well as the kind of user watching it. With the
ability to break video content down into their constituent events,
and these events into the constituent stimuli that they excite in a
user, there is no reason why this information should not be used to
help determine what type of advertisements would appeal most to
a user at any given time.

In this paper, we introduced SUE, a recommendation
framework that utilizes the content of a media to help determine
what sort of advertisements a user would be more agreeable to.
By allowing the system to keep track of user interest via their
activity and the type of stimuli they have been exposed to in both
the recent and distant past, a profile can be built that determines a
user's susceptibility to a particular stimulus. Coupled with the use
of meteorological data on the user's general location, which is
casily accessible, it allows us to determine and provide targeted
advertisements that will be received much more saliently. In
terms of its difference over existing systems, SUE’s paradigm
offers both a much finer level of granularity and, more
importantly, the use of additional, previously unexplored sources
of information from which a system can make more relevant
recommendations.



Through the markup of media content and the strength with
which they impose their corresponding stimuli’s effects on a user,
SUE can allow an advertiser to know, at any given time, in what
ways have the user’s viewing experience likely affected their
shopping or personal preferences. By incorporating
environmental data into the decision making process, far more
relevant recommendations can be made to users based on
information such as wuser location, time of access, local
temperature, barometric changes, and weather. From a list of
suggestions for local Italian restaurants with porches during a
particularly sunny day after having detected that the user has been
watching Iron Chef Mario Batali cooking for the last 5 hours to
warnings of natural disasters in the local area, SUE provides the
necessary infrastructure to make recommendations on a level of
intimacy current systems simply cannot.

In terms of future work, several obstacles remain before SUE
can be fully realized. The chief among these is the need for real
data. In our simulations [13], all of our stimuli-related data were
randomly generated. In order to truly verify the validity of SUE
as a design, we need to acquire more realistic information on the
effects of weather and environmental conditions on user
preference. Along that line of inquiry, we also need to find a way
to accurately mark up a video content’s constituent event
elements and determine both the stimuli they appeal to as well as
the corresponding strength of each their effects. Only then can
we perform any meaningful user study and experimentation on
gauge the effectiveness and accuracy of our system. Beyond the
need for data, another avenue of exploration is the format and
presentation of recommendations once they have been determined
and retrieved.

Obviously, the nature and strength of the retrieved
advertisement, as well as the current on-screen content, will be
factors in determining how the ad should be presented to the user
(i.e. We do not want to interrupt an action sequence with a pop-
up). This issue of timing is also constrained by the need to
deliver the targeted advertisements before the indicated interest
expires. A viable avenue is the addition of even more metadata to
mark time intervals within segments where it is more acceptable
from the user's perspective for 'commercial breaks' to occur. Not
only would this go to alleviate user annoyance, but it could also
be incorporated into a business model where the frequency and
timing of advertisements is dependent on user hierarchy.

Another area of exploration that is readily available and more
functionally applicable is in content searching and classification.
Traditional systems offer searching and matching based on cast,
genre, etc. However, by making use of the existing event stimuli
lists that are already present in the meta- data for each segment of
a movie, we can easily allow for users to search for specific
content(i.e. a particular romance scene) or even emotional
experiences through a database of movies.
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Abstract

The research area of Multimedia Content Analysis
(MMCA) considers all aspects of the automated extraction
of knowledge from multimedia data streams and archives.
As individual compute clusters can not satisfy the increas-
ing computational demands of emerging MMCA problems,
distributed supercomputing on collections of compute clus-
ters is rapidly becoming indispensable. A well-known man-
ner of obtaining speedups in MMCA is to apply data par-
allel approaches, in which commonly used data structures
(e.g. video frames) are being scattered among the avail-
able compute nodes. Such approaches work well for in-
dividual compute clusters, but - due to the inherently large
wide-area communication overheads - these are generally
not applied in distributed cluster systems. Given the in-
creasing availability of low-latency, high-bandwidth optical
wide-area networks, however, wide-area data parallel exe-
cution may now become a feasible acceleration approach.
This paper discusses the wide-area data parallel execution
of a realistic MMCA problem. It presents experimental re-
sults obtained on real distributed systems, and provides a
feasibility analysis of the applied parallelization approach.

1 Introduction

Image and video data is rapidly gaining importance
along with recent deployment of publicly accessible digi-
tal television archives, surveillance cameras in public loca-
tions, and automatic comparison of forensic video evidence.
In a few years, analyzing the content of such data will be a
problem of phenomenal proportions, as digital video may
produce high data rates, and multimedia archives steadily
run into Petabytes of storage space. Consequently, for ur-
gent problems in multimedia content analysis, distributed
supercomputing on large collections of clusters (Grids) is
rapidly becoming indispensable.
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It is well-known that data parallel approaches in image,
video, and multimedia computing can provide efficient ac-
celeration. In such approaches images and video frames
are scattered among the available compute nodes, such that
each node calculates over a partial structure only. Inter-node
dependencies are then resolved by communication between
the nodes. In the past 15 years numerous multimedia appli-
cations have been executed successfully in this manner, in
particular using compute clusters [5], [8], [11].

For fine grain data parallel execution, inter-node commu-
nication is the major hurdle for obtaining efficient speedups.
Because communication within a cluster is generally an or-
der of magnitude faster than communication between clus-
ters, data parallel execution using multiple cluster systems
is generally believed to be inefficient. However, with the
advent of low-latency, high-bandwidth optical networks,
wide-area data parallel execution may now become a fea-
sible acceleration approach. Investigation of this approach
is specifically relevant for applications that work on very
large data structures (e.g. hyperspectral images).

In this paper we apply wide-area data parallelism to
a low-level problem in multimedia content analysis, i.e.
curvilinear structure detection. For the development of
the application we use a multimedia computing library
(Parallel-Horus [11]) that allows programmers to imple-
ment data parallel applications as fully sequential programs.
The application is tested on two distributed multi-cluster
systems. One system is equipped with a dedicated wide-
area optical interconnect, while the other uses conventional
Internet links. We present experimental results, and provide
a feasibility analysis of the applied parallelization approach.

This paper is organized as follows. Section 2 introduces
the Parallel-Horus library. Section 3 describes our two ex-
periemntal setups. Section 4 describes the low level image
processing problem as applied in our experiments. Subse-
quently, Section 5 gives an evaluation of the performance
and speedup results obtained on the two distributed plat-
forms. Concluding remarks are given in Section 6.



2 Parallel-Horus

Parallel-Horus [11] is a cluster programming framework,
implemented in C++ and MPI, that allows programmers to
implement data parallel multimedia applications as fully se-
quential programs. The library’s API is made identical to
that of an existing sequential library: Horus [4]. Similar to
other frameworks [7], Horus recognizes that a small set of
algorithmic patterns can be identified that covers the bulk
of all commonly applied functionality.

Parallel-Horus includes patterns for functionality such as
unary and binary pixel operations, global reduction, neigh-
borhood operation, generalized convolution, and geometric
transformations. Current developments include patterns for
operations on large datasets, as well as patterns on increas-
ingly important derived data structures, such as feature vec-
tors. For reasons of efficiency, all Parallel-Horus operations
are capable of adapting to the performance characteristics
of a parallel machine at hand, i.e. by being flexible in the
partitioning of data structures. Moreover, it was realized
that it is not sufficient to consider parallelization of library
operations in isolation. Therefore, the library was extended
with a run-time approach for communication minimization
(called lazy parallelization) that automatically parallelizes
a fully sequential program at runtime by inserting commu-
nication primitives and additional memory management op-
erations whenever necessary [9].

Results for realistic multimedia applications have shown
the feasibility of the Parallel-Horus approach, with data par-
allel performance (obtained on individual cluster systems)
consistently being found to be optimal with respect to the
abstraction level of message passing programs [11]. No-
tably, Parallel-Horus was applied in the 2004, 2005, and
2006 NIST TRECVID benchmark evaluations for content-
based video retrieval, and played a crucial role in achieving
top-ranking results in a field of strong international com-
petitors [11], [12]. Moreover, recent extensions to Parallel-
Horus, that allow for services-based multimedia Grid com-
puting, have been applied successfully in large-scale dis-
tributed systems, involving hundreds of massively commu-
nicating compute resources covering our entire globe [11].
Clearly, Parallel-Horus is a system that serves well in bring-
ing the benefits of high-performance computing to the mul-
timedia community, but we are constantly working on fur-
ther improvements, as exemplified in the following sections.

3 Experimentation Platforms

In the next sections we evaluate the obtained perfor-
mance gains for distributed data parallel execution of a fine-
grained Parallel-Horus program. To this end, the next sec-
tion provides a description of the multimedia application,
and the applied parallelization approaches. This section dis-
cusses the hardware platforms applied in the experiments.
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3.1 DAS-2

The first platform is the (old) Distributed ASCI Super-
computer 2 (DAS-2), a 200-node system located at five dif-
ferent universities in The Netherlands: Vrije Universiteit
Amsterdam (72 nodes), Leiden University, University of
Amsterdam, Delft University of Technology, and University
of Utrecht (32 nodes each). All nodes consist of two 1-Ghz
Pentium-IIT CPUs with up to 2 GByte of RAM, and are con-
nected by a Myrinet-2000 network. At the time of measure-
ment, the nodes ran RedHat Enterprise Linux AS 3.2.3. The
cluster at the University of Amsterdam has been dismantled
in 2007, leaving a four-cluster system of 168 nodes.

3.2 DAS-3 and StarPlane

The second platform is the recently installed follow-up to
DAS-2, i.e. the DAS-3, see http://www.cs.vu.nl/das3/. Sim-
ilar to DAS-2, DAS-3 is a five-cluster system, with the fol-
lowing specifications: Vrije Universiteit Amsterdam (85x4
cores, 2.4 GHz), Leiden University (32x2 cores 2.6 GHz),
University of Amsterdam (1 cluster of 40x4 cores, 2.2 Ghz;
1 cluster of 46x2 cores, 2.4 GHz), and Delft University of
Technology (68x2 cores, 2.4 GHz). Besides the ubiquitous
1 and 10 GBit/s Ethernet networks, DAS-3 incorporates the
recent high-speed Myri-10G interconnect technology from
Myricom as an internal high-speed interconnect.

DAS-3 employs a novel 10Gbit/s wide-area interconnect
based on light paths (StarPlane, see www.starplane.org).
The rationale of the StarPlane optical interconnect is to al-
low part of the photonic network infrastructure of the Dutch
SURFnet6 network to be manipulated by Grid applications
to optimize performance. The novelty of StarPlane is that
it does give flexibility directly to applications by allowing
them to choose one of multiple logical network topologies
in real time, ultimately with subsecond switching times.

4 Line Detection

As discussed in [1], the important problem of detecting
lines and linear structures in images is solved by consider-
ing the second order directional derivative in the gradient
direction, for each possible line direction. This is achieved
by applying anisotropic Gaussian filters, parameterized by
orientation #, smoothing scale o, in the line direction, and
differentiation scale o, perpendicular to the line, given by
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with b the line brightness. When the filter is correctly
aligned with a line in the image, and o,,, 0, are optimally
tuned to capture the line, filter response is maximal. Hence,
the per pixel maximum line contrast over the filter parame-
ters yields line detection:
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Figure 1. Detection of C. Elegans worms (cour-
tesy of Janssen Pharmaceuticals, Belgium).

Figure 1(a) gives a typical example of an image used as
input to this algorithm. Results obtained for a reasonably
large subspace of (o, 0, 8) are shown in Figure 1(b).

4.1 Sequential Implementations

The line detection problem can be implemented sequen-
tially in many ways. In the remainder of this section we
consider two possible approaches. First, for each orienta-
tion @ it is possible to create a new filter based on o, and
oy. In effect, this yields a rotation of the filters, while the
orientation of the input image remains fixed. Hence, a se-
quential implementation based on this approach (which we
refer to as Conv2D) implies full 2-dimensional convolution
for each filter. A second approach (called ConvRot) is to
keep the orientation of the filters fixed, and to rotate the in-
put image instead. The filtering now proceeds in a two-stage
separable Gaussian, applied along the z- and y-direction.

Pseudo code for the ConvRot algorithm is given in List-
ing 1. The program starts by rotating the input image for a
given orientation . Then, for all (¢, 0,,) combinations the
filtering is performed by xy-separable Gaussian filters. For
each orientation step the maximum response is combined
in a single contrast image structure. Finally, the temporary
contrast image is rotated back to match the orientation of the
input image, and the maximum response image is obtained.

For the Conv2D algorithm the pseudo code is given in
Listing 2. Filtering is performed in the inner loop by a full

FOR all orientations 8 DO
RotatedIm = GeometricOp(Originallm, “rotate”, 6);
Contrastlm = UnPixOp(Contrastlm, set”, 0);
FOR all smoothing scales o,, DO
FOR all differentiation scales o, DO
Filtim1 = GenConvOp(RotatedIm, “gaussXY”, 0y, 04, 2, 0);
Filtim2 = GenConvOp(RotatedIm, “gaussXY”, 04, 04, 0, 0);
DetectedIm = BinPixOp(Filtlm1, "absdiv”, Filtim2);
DetectedIm = BinPixOp(DetectedIm, “mul”, oy, * 04,);
Contrastlm = BinPixOp(Contrastlm, “max”, DetectedIm);
oD
oD
BackRotatedIm = GeometricOp(Contrastlm, “rotate”, —6);
Resultlm = BinPixOp(Resultlm, "max”, BackRotatedIm);
OD

Listing 1: Pseudo code for the ConvRot algorithm.
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FOR all orientations 6 DO
FOR all smoothing scales o,, DO
FOR all differentiation scales o, DO
Filtim1 = GenConvOp(Originallm, "gauss2D”, o, o, , 2, 0);
Filtlm2 = GenConvOp(Originallm, “gauss2D”, o, o, , 0, 0);
Contrastlm = BinPixOp(Filtlm1, ”absdiv”, Filtim2);
Contrastlm = BinPixOp(Contrastlm, "mul”, oy, * 0,);
Resultlm = BinPixOp(Resultlm, “max”, ContrastIm);

Listing 2: Pseudo code for the Conv2D algorithms.

two-dimensional convolution. On a state-of-the-art sequen-
tial machine either version of our program may take from a
few minutes up to several hours to complete, depending on
the size of the input image and the extent of the chosen para-
meter subspace. Consequently, for the directional filtering
problem parallel execution is highly desired.

4.2 Parallel Execution

Automatic parallelization of the ConvRot program has
resulted in an optimal schedule for this application [10].
The OriginalIm structure is broadcast to all nodes be-
fore each calculates its partial RotatedIm structure. The
broadcast takes place only once, as OriginalIm is not
updated in any operation. Subsequently, all operations in
the innermost loop are executed locally on partial image
data. The only need for communication is in the exchange
of image borders in the Gaussian convolution operations.

The two final operations in the outermost loop are ex-
cuted in a data parallel manner as well. As this requires
the distributed image ContrastIm to be available in full
at each node [10], a gather-to-all operation is performed.
Finally, a partial maximum response image ResultIm is
calculated on each node, which requires a final gather oper-
ation to be executed just before termination of the program.

The schedule generated for the Conv2D program is more
straightforward. First, the OriginalIm structure is scat-
tered such that each node obtains an equal-sized partial im-
age. Next, all operations are performed in parallel, with
border exchange communication required in the convolu-
tion operations only. Finally, before termination of the pro-
gram ResultIm is gathered to a single node.

4.2.1 Lazy vs. Naive Parallelization

The parallelization described above is based on the Parallel-
Horus approach of ’lazy parallelization’ that removes re-
dundant communication steps at application run-time, with
close to zero overhead. While this approach is essential for
obtaining highest performance, we can decide not to apply
lazy parallelization at all. If we do so, applications will
communicate much more than needed, but will still produce
the same result. Here, we refer to this latter approach as
‘naive parallelization’. In the following, our naive’ parallel
runs are included only to enhance our understanding of the
impact of communication on the obtained results.



5 Evaluation

To run our experiments on the DAS-2 system, we have
compiled our programs with the MPICH-G2 library [3],
which provides the correct communication setup for MPI
programs consisting of multiple components that need to
run on multiple sites. For highest performance, we have
initialized the communication such that, apart from IP-
based communication between cluster sites, we use the lo-
cal Myrinet-2000 network for intra-cluster communication.
To start our multi-cluster MPI-jobs on DAS-2, we have used
the DRunner job submission tool, as part of the KOALA
system [6], that allows for the simultaneous allocation of
resources in multiple clusters.

As the KOALA system has not yet been put in place on
the DAS-3 system, we have applied the OpenMPI library
instead [2]. In our case, the relevant feature of OpenMPI is
its support for heterogeneous networks. This is provided in
a manner which is fully transparent to the application de-
velopers, whilst delivering very high performance. For our
experiments we have initialized OpenMPI such that we use
the optical StarPlane links between the clusters, and the 1o-
cal Myrinet-10G network for intra-cluster communication.

To avoid confusing results, we have refrained from us-
ing multiple cores per CPU, or multiple CPUs per node.
Also, single cluster runs always have been performed at the
Vrije Universiteit (VU), using a maximum of 64 nodes (on
DAS-2 and DAS-3, respectively). Dual-cluster runs always
have been performed using the VU and Leiden (LU) clus-
ters simultaneously, with an equal number of nodes on both
clusters. Because it was not possible to use more than 24
nodes on either LU cluster, dual-cluster runs have been per-
formed using a maximum of 48 nodes in total. Four-cluster
runs have been performed in a similar manner, resulting in
runs using a maximum of 96 nodes in total.

5.1 Performance and Speedup

From the description of the two versions of our applica-
tion it is clear that the ConvRot version is more difficult to
parallelize efficiently. This is due to the data dependencies
in the applied algorithm (i.e., the repeated image rotations),
and not due to the capabilities of Parallel-Horus. Hence, the
ConvRot program is expected to have speedup characteris-
tics that are not as good as those of the Conv2Dprogram.
However, Conv2D is expected to be the slower sequential
implementation, due to the excessive accessing of image
pixels in the 2-dimensional convolution operations.

Table 1, depicting the performance results for the two
versions given a realistic orientation scale-space, shows that
these expectations indeed are correct. On one node Conv-
Rot is about 7 to 8 times faster than Conv2D on both DAS-2
and DAS-3. For 64 CPUs on a single cluster, and using our
fast ’lazy parallelization” approach, this factor has dropped
to 1.7 on DAS2, and 5.3 on DAS-3, respectively.
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DAS-2: # Clusters DAS-3: # Clusters

# CPUs 1 2 4 1 2 4

1 172.5 - - 65.08 - -

2 92.55 100.3 - 3292 3333 -
4 50.13 61.70  64.86 16.73 1743 2040
8 26.55 3841 4435 | 8.625 9.402 11.45
16 16.02 27.41 3291 4.628  5.601 6.883
32 13.41 22.11 2833 | 2.665 3.794 4787
48 14.71 2525  31.23 | 2.107 3.635 4.562
64 15.96 - 26.66 | 1.770 - 3.792
80 - - 36.46 - - 4.279
96 - - 31.78 - - 3.813

(a) ConvRot with Lazy Parallelization (results in seconds)

DAS-2: # Clusters DAS-3: # Clusters

# CPUs 1 2 4 1 2 4

1 2194 - - 73.44 - -

2 147.1 420.6 - 44.09  66.07 -
4 128.2 378.1 508.8 | 23.61 50.14  86.20
8 82.85 3612 5053 1516  42.68 7881
16 68.37 351.0 4922 1220 39.63 7590
32 66.72 3494 4835 1124 3784 7562
48 80.82 3042 4792 11.73 3720 7230
64 84.45 - 484.5 12.20 - 73.16
80 - - 459.6 - - 76.03
96 - - 430.2 - - 69.36

(b) ConvRot with Naive Parallelization (results in seconds)

DAS-2: # Clusters DAS-3: # Clusters

# CPUs 1 2 4 1 2 4
1 1377.2 - - 566.6 -
2 695.9 703.7 - 283.7 2839 -
4 349.7 359.6 3612 | 1423 1424 1562
8 176.1 1859 1873 | 71.28  71.31 7851
16 89.95 95.65 96.11 | 3590 3591  39.75
32 46.98 50.52  50.95 | 18.11 1820 2045
48 34.97 37.62  37.67 | 12,66 1273  14.42
64 27.66 - 29.76 | 9.297 - 10.82
80 - - 28.91 - - 8.402
96 - - 26.28 - - 7.392

(¢) Conv2D with Lazy Parallelization (results in seconds)

DAS-2: # Clusters DAS-3: # Clusters

# CPUs 1 2 4 1 2 4
1 1433.4 - - 572.9 -
2 748.1 954.8 - 2902  366.0 -
4 409.3 616.4 7132 | 1509  169.9  209.7
8 241.1 435.6 5247 | 76.74  97.71 129.9
16 152.7 3445 4602 | 41.59 4407  89.67
32 111.4 2993 446.7 | 27.00 4394  70.29
48 92.84 2433 3470 | 20.10 3693 64.34
64 87.86 - 369.0 | 17.19 - 61.66
80 - - 349.4 - - 60.71
96 - - 372.6 - - 56.04

(d) Conv2D with Naive Parallelization (results in seconds)

Table 1. Performance of ConvRot (a and b)
and Conv2D (c and d) with ’lazy’ and ’naive’
parallelization. Results for computing an ori-
entation scale-space at 5° angular resolution
(i.e., 36 orientations) and 8 (¢,,0,) combina-
tions. Scales computed are o, € {3,5,7}
and o, € {1,2,3}, ignoring the isotropic case
ouw = {3,3}. Image: 512 x 512 (4-byte) pixels.
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Figure 3. Speedup of Conv2D on DAS-2.

When comparing the multi-cluster runs in Table 1(a), it
is clear that ConvRot indeed can benefit from an increased
availability of nodes — in particular on DAS-3 — despite
the fact that 64-node single-cluster runs always provide
fastest execution. Conv2D shows the best multi-cluster re-
sults, with four-cluster results even outperforming the 64-
node single-cluster runs.

From this performance comparison we conclude that, for
all versions of our line detection problem, one can obtain in-
creased performance from using nodes at multiple sites, in
particular on DAS-3. As expected, a performance drop is
introduced when moving from one cluster to multiple clus-
ters, but such a move is still worthwhile in case the available
number of nodes at one cluster is limited, or if the poten-
tial for parallelization of a problem at hand is (much) larger
than can be exploited by a single cluster. In particular, for
applications with good parallelization characteristics, such
as our Conv2D program, the benefits can be significant.

Before we present our speedup analysis, we need to in-
dicate that there is an apparent discrepancy between the
’lazy’ and ’naive’ single-node, single-cluster results. As
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Figure 5. Speedup of Conv2D on DAS-3.

these runs essentially represent sequential execution in both
cases, pairwise lazy/naive parallel runs on a single node of
the same cluster should give identical performance results.
This is not the case, however, as the presented results are
obtained from parallel runs performed on a single node. In
the lazy parallel case, the single-node parallelization over-
head is such, that a factual sequential run can be said to be
identical to a a single-node lazy parallel run. In contrast,
single-node naive parallel runs do show a significant per-
formance drop, because of excessive creation, copying, and
removal of internal parallelization structures.

When considering the speedup graphs of Figures 2-5,
it is immediately apparent that DAS-3 provides much bet-
ter speedup characteristics than DAS-2 — for single-cluster
and multi-cluster runs alike. This is particularly remark-
able given the fact that the sequential runs on DAS-3 are
about 3 times faster than on DAS-2, thus reducing the the-
oretical potential for obtaining good speedups on DAS-3
relative to DAS-2. Our results are explained by the fact
that the communication speeds relative to the computation
speed have improved significantly on the new DAS-3 sys-



Program/Cluster VU LU UvA MN
ConvRot 65.08  60.66 7095  65.65
Conv2D 566.6 5234 6177  566.7

Table 2. Single-cluster, single-node perfor-
mance on each of the applied DAS-3 clusters.

tem. Importantly, this result indicates that our optical Star-
Plane network improves communication speeds over con-
ventional Internet links by a similar (or even higher) relative
amount as our local Myrinet-10G links improve communi-
cation speeds over the old Myrinet-2000 local interconnect.

One further significant result is found in Figure 5: the
two-cluster lazy parallel runs provide speedup results that
are identical to the single-cluster lazy parallel runs. Clearly,
for applications with a good parallelization potential, multi-
cluster runs constitute a realistic, and attractive alternative.
In this respect one may wonder why the related four-cluster
lazy parallel speedup results are somewhat lagging behind.
This is explained by the fact that the four-cluster runs also
incorporates the DAS-3 cluster at the University of Amster-
dam, which has significantly slower compute nodes. As a
result, in our current parallelization strategy (which results
in bulk synchronous parallel execution) the faster compute
nodes repeatedly have to wait for the slower UvA nodes.
Table 2 shows the significance of the difference (i.e., even
up to 18%) in the computation speeds among the differ-
ent DAS-3 clusters applied in our experiments. Note that
this effect, which is certainly not caused by any form of in-
creased wide-area communication overhead, plays a role in
all four-cluster results obtained on DAS-3.

Given the above results, we have clearly shown that — in
contrast to common belief — fine-grained distributed data
parallelism indeed can be an viable acceleration approach.
Also, we conclude that DAS-3, with its optical interconnect,
is a magnificent system for obtaining significant speedups,
for single-cluster runs and multi-cluster runs alike.

6 Conclusions

In this paper we have applied a wide-area data paral-
lelization approach to two different implementations of a
well-known problem in multimedia content analysis. For
the development of the applications we have used the
Parallel-Horus multimedia computing library that allows
programmers to implement data parallel applications as
fully sequential programs. The applications have been
tested on two different distributed systems, both consisting
of multiple compute clusters located at different universi-
ties in The Netherlands. The DAS-3 system is equipped
with a dedicated wide-area optical interconnect, called Star-
Plane, while DAS-2 uses conventional Internet links. We
have presented experimental results obtained on both sys-
tems, and have provided a feasibility analysis of the applied
parallelization approaches.
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The most significant conclusion is that, while the com-
pute nodes of DAS-3 are about 3 times faster than those
of DAS-2, DAS-3 was still capable of providing much bet-
ter speedup characteristics — even for larger numbers of
CPUs, and for single-cluster and multi-cluster runs alike.
This result is explained by the fact that the innovative local
and wide-area networking technologies applied in DAS-3
(Myrinet-10G and StarPlane) provide speed improvements
that are similar to, or even outweigh, the speed improve-
ments obtained by the compute elements of DAS-3. In
particular, given our results for the Conv2D version of our
line detection program, we conclude that, for applications
that have a good parallelization potential, multi-cluster runs
constitute a realistic, and attractive approach. This result
indicates that, in combination with the increasing adoption
of optical interconnects in wide-area computing, there is
a growing potential for scalable techniques for multimedia
data analysis.
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Abstract

Sophisticated multimodal interfaces are the key to
success in future computer development and many ideas
have been proposed so far. Augmented reality (AR) is such
an idea. Despite of its conceptual novelty, augmented
reality systems are still at the laboratory level.

This paper presents a lightweight AR system toward its
wide use in a practical living environment. In order to
enable the system run on conventional tools and equipment,
the system discounts a registration task by achieving 2D
tracking of real world objects instead of recognizing their
3D structures. Here we propose integrating RFID (Radio
Frequency Identification) and vision-based methods for the
registration. An interactive and adaptive user-interface of
the system is also presented.

1. Introduction

One view of the future of computing that has captured
our interest is augmented reality (AR), in which everyday
objects gain electronic properties without losing their
familiar physical properties [1]. Though almost twenty
years have passed since the idea was first published, AR
systems are still at the research level.

The reasons would be twofold. Firstly, traditional AR
systems often require highly specialized tools and
equipment such as wearable head mounted displays (HMD),
digital gloves, and magnetic/ultrasonic sensors. They are
rather expensive. More seriously, wearing such devices is
bothersome for the user and impediment to his/her work.

The other reason lies in difficulties of world modeling
and registration [2], [3]. Applications such as surgery,
military, and architecture demand accurate registration
based on a detailed 3D model of the real world so that

'Y. Hamakawa is now at Seiko Epson Corp., Japan.
2 T. Kawase is now at Japan Advanced Institute of Science
and Technology, Japan.
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computer-generated objects can be superimposed over real
world objects without any error and they are inseparable at
all by our vision. But, there are some other applications
where such accurate registration is not mandatory, which
include shopping, navigation, and personal information
management.

Consider, for example, that you are in a shop and just
looking around while waiting for your friend. The
computer courteously informs you of the existence of the
same (type of) item which you checked on a website few
days ago. In another situation, the computer gives you a
notice that your parent’s birthday is approaching when you
scan the room with the system and turn to the photo frame
in which his/her photo is. It is noted that you don’t
necessarily have a specific goal (i.e., target objects) in mind
and the system advises you if there is any information
which is worth telling you. Object-based reference through
such unconscious interface would be promising.

From a technical viewpoint, one of the keys to creating
breakthroughs for AR research is the idea of
lightweightness. Development of lightweight AR systems
by conventional tools and equipment is getting active in
recent years [4]-[6]. While the systems have limited
capabilities, they make use of technologies and devices that
people are likely to be already using for other purposes.
This can help AR systems spread out in our daily life
environment.

This paper presents a lightweight AR system in which a
registration task is discounted by focusing attention to 2D
positions of real world objects.

A combination of RFID (Radio Frequency
Identification) and vision-based object recognition methods
is applied to registration processing. While visual illusory
capabilities of the system are limited, target real world
objects over which computer-generated objects are
superimposed are not limited to a small number of objects
as assumed in existing AR systems, but cover almost all
objects in our surroundings in the expectation that RFID
tags will be attached commonly to the objects.

Meanwhile, presenting computer-generated annotations
to all the real world objects the system notices may not be



adequate since the display can be filled with them. It is thus
needed to control the amount of information to be
presented to the user. The proposing system is capable of
showing the information adaptively depending on, for
example, user’s focus and object properties.

The rest of the paper is organized as follows. After
discussing related work in Section 2, we will explain in
Section 3 our solution to the lightweight AR system
development. Section 4 gives details of the implementation
for recognizing and tracking real world objects. Interface
issues explaining how actually the user interacts with the
system are presented in Section 5. Finally, in Section 6, we
conclude the paper.

2. Related Work

Registration is a technique to properly align computer-
generated objects with real world objects as the user moves
his/her viewpoint, and is one of the key issues in AR
systems. Many registration techniques have been proposed
so far, which include sensor-based registration and vision-
based registration.

In sensor-based registration, some sensors such as
magnetic, mechanical, ultrasonic, and optic ones are used
to measure the positions of real world objects [7], [8].
While those are advantageous in realtimeness, extra
expenses are necessary for bulky equipments. Furthermore,
user’s movable area is limited.

Vision-based registration, on the other hand, doesn’t
require such costly hardware sensors. The 3D positions of
real world objects and their motion are estimated through
analyzing a sequence of images taken from a camera. Here
there are two types of approaches: marker-based [5], [9],
[10] and natural feature-based [11]. The vision-based
approaches work nicely, but some constraints/assumptions
are imposed to lighten the processing cost and then make
the methods feasible, which include attachment of specially
designed visual markers, specification of control
features/points, and necessity of a processing stage for
world modeling in advance.

Meanwhile, development of lightweight AR systems by

means of conventional tools and equipment has been active.

To make the system run in reasonable performance, ideas
of discounting registration tasks are adopted.

3D M-Ads system [5] adopts the emerging smart phones
technology as an effective booster of the utility of AR. For
registration it uses colored tags which are specially
designed for low end products, i.e., smart phones.

[4] presents a discount registration method which is
intended for outdoor applications. By knowing the fact that
target objects are far away from the user, the system tracks
user’s position and movement simply by a GPS and a
3DOF angular tracking sensor.
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Another discounted AR solution appears in [6]. The user
manually places a virtual object and changes its scale and
orientation to visually match it with the scene. After the
placement, simple 2D tracking is applied to keep the object
glued to the scenery. The system runs on such low-end
camera phones as in [5].

3. Overview of the System
3.1 System design

We propose developing a lightweight AR system which
adopts a discount registration facility. While the system has
limited capabilities in registration, it makes use of devices
that people are likely to be already using for other purposes.
This can help the system be spread out widely in our daily
life environment. Basic ideas of the system are explained as
follows (see Fig. 1).

‘ <::I annotations
1 \

computer vision methods
1 \

target objects
(position-sensed)

a subset of objects

a universe of
real world objects

Figure 1 Conceptual idea of the system

Firstly, the system catches what objects exist in
surroundings (hopefully, in front) of the user by means of
RFID technology under the expectation that it is likely to
have tags attached to almost all the objects in the near
future. In theory, it is not impossible to identify their
positions. Studies of localization of RFID tagged objects
have been carried out [12], [13]. But the preciseness is not
sufficient enough for AR applications.

This “objects are around here” information is used to
remove unnecessary processing for vision-based object
recognition which follows the tag-based object recognition,
and helps to improve vision-based recognition performance.
A similar approach appears in [14] but is designed for a
mobile robot. It is noted here that the tag-sensed objects are
just candidates and may not appear in the area that the user
sees actually.

Finally, annotations are superimposed over the real
world objects in video frames to help the user get better
ideas about them. The font size and content of the



annotations change depending on the user’s focus and
interest to save the screen space.

3.2 System architecture

A prototype system comprises five hardware
components as depicted in Fig.2. They are RFID tags, a tag
reader, a video camera, a mobile computer, and a database
server.

The user can see real world objects through a display of

the mobile computer (e.g., laptop PC, PDA, and cell phone).

At the same time, the tag reader reads tags which are
attached to the objects. Reference to the database server
enables the system to get the information which is
associated with the captured tag IDs, including annotations
to be superimposed and image properties to be used for
performing vision-based object recognition. The vision
system determines the fine position of the possible real
world objects. Context-sensitive annotations are then
presented to the user. Details of the object tracking and
user-interface will be explained in the subsequent sections.

video
camera

tag
reader

real world
objects

computer

database &8
server | e

—

Figure 2 An organization of the system

Figure 3 shows an actual setup of the system. Here there
are two approaches in setting up tags and the receiver. In
one approach, the tag reader is attached to the mobile
computer. This seems a reasonable approach though the
size of the tag receiver is a factor to be considered. On the
other hand, the receiver can be placed on the side of real
world objects. In this case, a tag should be attached to the
mobile computer as well to have the system know that the
user approaches to the tag reader (i.e., objects in the
sensing area). It is also needed to prepare one receiver at
each object area.
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Figure 3 System in use
4. Recognition of Real World Objects

4.1 Tag-based object localization

RFID tags that we use in our experiment are of an
300MHz active type by NTT Advanced Technologies, as
shown in Fig. 4. One of the reasons why active tags are
chosen is their operating range. Though passive tags are
cheaper and smaller than those active ones, a receiver must
be closer to tags in order to catch their signals. In practice,
our active tags can have operational ranges of around 50
meters. Here the signal is attenuated so that tags are
sensible just within a few meters, considering that the
system is applied to indoor applications at, for example,
shops, libraries, and home.

Figure 4 RFID tags and a receiver

Computer-generated annotations are given to the user
when the user turns the mobile computer towards the target
object(s) he/she is interested in. Here it is desirable that the
receiver catches only the signals coming from the front. But
this task is rather difficult due to the complexity of wireless
signal wave characteristics. Furthermore, the operating
range varies depending on the orientation of a tag as well as
its position (i.e., distance between the tag and the receiver).
That’s why we use RFID technology as a means of
detecting what objects exist in user’s surrounding and
vision-based techniques are provided to recognize where
exactly the objects are located. Details of the vision-based
techniques are explained in the next subsection.



4.2 Vision-based object localization

After getting IDs of the real world objects in user’s
surrounding, the system performs object recognition to find
where exactly they are located. Two object recognition
methods are adopted: One is a feature-based method and
the other a color histogram-based method.

As the feature-based method, we use the Haar-like
object detector provided in the OpenCV library, whose idea
was presented initially in [15], [16]. Though it requires a
huge amount of time at a training stage, object detection
works in real-time.

In our experiments, classifiers are prepared for three
objects: a duck toy, a box of facial tissues, and a cup-type
instant noodle. 24x24-sized 7,000 positive sample images
and 4,000 negatives are used for their training. The size of
the resultant classifier xml files ranges from 11KB to
193KB.

Figure 5 shows results of the object detection. The Haar-
like technique is robust to intensity changes and object
hiding as seen in the figure.

Figure 5 Results of applying Haar-like object
classifiers

Meanwhile, since the Haar-like technique concerns
feature patterns and doesn’t care about colors, we also
apply CAMSHIFT [17] which is a fast, simple color-based
tracking algorithm provided in OpenCV.

To run the CAMSHIFT algorithm, a search window
must be assigned in advance of the processing. The system
first accesses the database server and obtains a color
histogram of each of the objects which have been detected
by means of RFID tags. The region(s) whose color is
similar to the dominant one of the target object is
determined as the search window.
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Suppose, for example, the system detects a tag for the
duck toy. Figure 6(a) is the histogram of the duck toy.
Knowing that yellow is the dominant color, three regions
having the yellow color are extracted as in Fig. 6(b). The
CAMSHIFT algorithm is applied to each of the regions to
get more reliable object regions. Figure 6(c) shows the
result. Here it may happen that some regions become
identical. Actually, two possible regions for a duck toy are
merged into one. Finally, the system compares the color
histogram of every tuned region with that of the searching
object, i.e., duck toy, and the one having the highest score
is chosen as the target.

m Histoeram

(a) color histogram of duck toy  (b) possible regions

(c) tuning of object regions

Figure 6 CamsShift-based object detection

Once the object region is determined, the CAMSHIFT
algorithm is applied successively to track the object.
Meanwhile, if the system senses multiple tags for the same
object type, a same number of regions having higher
similarities are chosen as targets.

Meanwhile, we adopt two object tracking methods,
Haar-like and CAMSHIFT. Here it is noted that Haar-like
method is applied prior to CAMSHIFT method. A scheme
of combining those two is explained as follows.

While the Haar-like method is robust and reliable, it
may fail to catch target objects correctly. To compensate
for lack of color properties, the system analyzes a color
histogram of the object region which is extracted by the
Haar-like method and evaluates how the accuracy of object
estimation is. If the score of color histogram matching is
below a threshold, the output by the Haar-like method is
discarded. If no output is obtained by the Haar-like method,
the system counts on the CAMSHIFT method.



One more issue to be considered is how Haar-like
feature classifier files and color histograms of real world
objects are provided. We expect that manufacturers will
prepare those feature data when they throw the products
into the market, as they prepare their bar codes.

5. Interaction with the System

Computer-generated annotations are drawn over real
world objects in real time. Since it is expected RFID tags
will be attached to almost all objects in our surroundings,
the display can be occupied by those data. Facilities to
avoid the display space overflow are essentially required.
In general, this is known as information visualization
research.

Many trials toward sophisticated visualization of
information have been conducted so far. One key idea is
the focus+context principle which allows users to see one
or more selected focus regions in full detail, while
information in the periphery is compressed to occupy less
screen space [18]. In our system this focustcontext
principle is applied to the presentation of computer-
generated annotations.

Figure 7 shows a snapshot of the display screen. Object
regions are indicated by rectangular frames, and textual
annotations are allocated beside them as shown in the
figure. As is seen, the font size of those annotations
changes depending on their position on the display. A
bigger font is adopted as the associated object comes closer
to the center of the display.

Short annotations may not be enough in some cases. If
the user places a cursor over a certain real world object (or
touches the object with a pen in the case of
PDA/smartphone), a longer scrolling message is presented
at the bottom of the display, as is also shown in Fig. 7.

e inep 3

Figure 7 Interactive visualization based on
focus+context principle

In addition, the system provides a facility of selectively
choosing objects to which computer-generated annotations
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are attached in order to save more display space [19]. We
apply the idea of collaborative filtering which relies on
opinions of possible partners having a similar preference to
help the user receive the information most likely to be
interesting to him/her or relevant to his/her needs. Success
in Amazon.com has shown the effectiveness of the
collaborative filtering technique. Recommended objects
will appear with an appealing color frame. Conversely,
annotations may not be provided for non-recommended
objects.

6. Conclusion

This paper presented a lightweight AR system having
the discount registration approach, which enables the user
to interact with a variety of objects in our living
environment. We proposed integrating RFID and vision-
based object recognition techniques for implementation of
the discount registration. Furthermore, the system provides
an interactive interface for allowing the user to have
computer-generated annotations adaptively depending on
the user’s focus and object properties.

Much work still remains. One concerns identification of
objects. Active tags are large and expensive to be used
widely in our environment. Use of passive tags is a
challenge to explore more practical solutions. Improving
the performance of the vision-based object recognition
algorithms is another research issue. In addition, evaluation
of recognition performance and usefulness of the system in
an actual application should be investigated through
experiments.
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Abstract: Quality of Service (QoS) of the Workflow
Process Automation is limited in the workflow generation
part of the systems. However, impact of the spelling
errors in the customer expectation file or unrecognized
input records heavily affects the outcome of the workflow
process automation. In this study, a custom spelling
correction method is implemented using phonetic
strategies, pattern matching techniques and statistical
results in order to fix the input data. A natural language
parser is adapted to wunderstand the customer’s
expectation from the task. The definition of a reliability
parameter and its affect to workflow are discussed for
both the goal state and input records supplied by the
customer.

Index Terms—Business Process Automation, Reliability,
QoS, Workflow

Introduction

Like so many other information technology
improvements, process automation in office environment
achieved some of its vital promises, such as the
elimination of paper use which has proliferated. However,
office tasks such as faxing and word processing have been
automated from the concept of workflow, which has
evolved from the notion of process in manufacturing and
the office [1]. A workflow may describe business process
tasks at a conceptual level necessary for understanding,
evaluating, and redesigning the business process. On the
other hand, workflows may capture information process
tasks at a level that describe the process requirements for
information system functionality and human skills [1].
The definition of the workflow can be made with using
the both statements given above or simply the process
automation can be defined as the passing of information
from one participating system to another and the
application of appropriate rules in order to achieve a
business objective [2]. However, it is important to
emphasize that a workflow refers to the automation of
processes that involve the processing of cases and
execution of tasks in a particular order, by particular
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resources so that some objective is met [3].

Some of the researchers have identified workflows as
the computing model that enable a standard method of
building Web service applications and process to connect
and exchange information over the Web [4, 5, 6]. Because
the new developments in e-service applications and the
higher expectations from the results, they set new
requirements and challenges for workflow systems. One
of the most important missing requirements is the
management and applying quality of service dimensions
to the system. Organizations operating such as e-
commerce activities and Web service interactions are
required to provide QoS to their costumers.

Being able to characterize workflows based on QoS has
some advantages.

e  Monitoring the system from a QoS perspective:
While fulfilling consumer expectations from a
business process automation tool, workflows and
adjacent tools must be constantly monitored
throughout their life cycles to assure both initial
QoS requirements and targeted objectives are met.
When undesired metrics are identified or when
threshold values are reached, the QoS monitoring
allows for adaptation of new strategies or stop the
process in order to check the workflow design.

e Design the system based on QoS: Because the
business process can be designed according to QoS
metrics, it allows organizations to translate their
vision into their business process more efficiently.

e Selection and Execution based on QoS: It allows for
the selection and execution of workflows based on
their QoS, to better fulfill customer expectations.

The lack of not having QoS in Workflow automation
may result in inconsistent outputs, system failures, and
inefficient use of system. Therefore, in this study we
present the affects of spelling errors in personal names
and the outcome of not recognized costumer expectations
in workflow automation. In Section 2, some relevant
definitions and background of the system are introduced.
The methodology to overcome the problem is discussed in
Section 3. At the end, the paper is concluded by



summarizing the test result and assessing them in light of
related work.

Background

Although Qos has been widely discussed in the areas of
real time applications [7], networking [8, 9], just few
research teams have concentrated on applying the efforts
to the field of Workflow or Business Process Automation.
So far, most of the research carried out to extend the
functionality of workflow systems and QoS has only been
done in time and reliability dimension. The industry has a
major interest on the QoS of workflows and fully-
automated business processes. The Crossflow [10] and
Meteor [11] are the leading projects in the field. Not only
time dimension is considered, but also cost associated
metrics was designed in Crossflow project. In Crosstlow,
the information about past workflow execution (which are
collected in a log) used to derive a continuous-time
Markov chain. Since Markov chains are not directly
supporting the concept of parallel executions introduced
by the and-split/and-join structures, the power set of
parallel activities which can reach millions of states. On
the other hand, METEOR prototype exploits CORBA for
inter-component communications. It is a fully distributed
implementation of the workflow server functionality [11].
METEOR WFMS include a comprehensive toolkit for
building workflows (map/data/task design), supporting
high-level process modeling, and detailed workflow
specification in the health field while using time and
reliability parameters for QoS.

Although these research projects applied some of the
fundamental QoS parameters to their workflow
generation, they lack the representation and formulation
of their approaches in the field. Moreover, their
applications are restricted to only workflow generation
part of the automation. However, impact of the spelling
errors in the customer expectation file or unrecognized
input records heavily affects the outcome of the workflow
process automation. Therefore, the QoS attributes for
each part of the system varies and supports enhanced
business process automation.

In this paper we will present the reliability parameter of
the QoS in Business Process Automation. The parameter
is applied to:

»  Understanding Business Language:

statement from the customer.

= Recognizing Input Records: The input records

supplied by the customer.

The goal

Reliability of Business Process Automation

A. Natural Language Parser and Spelling Correction
As allowing the user to use natural language to describe

their job requirement, it will remove the burden of data

administrators to pick up the goal state fields, ease the
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complexity of job description, minimize the special
training to use the workflow system, and greatly expand
the system usability. However, extracting the most
relevant information is a complex process, because of free
formatted and voluminous data. Moreover, understanding
the costumer expectation from ill-defined data (misspelled
or mistyped data) is more challenging. Most of the time,
the use of Data administrators or a tool that has limited
capabilities to correct the mistyped information can cause
enormous number of problems. Same as in the case of
workflow, the more accurate the selected word is, the
more useful the information that is retrieved or the better
workflow is provided.

The ill-defined data has different types and definitions.
The main source of errors, known as isolated-word error,
is a spelling error that can be captured simply because it is
mistyped or misspelled [12]. As the name suggests,
isolated-word errors are invalid strings, properly
identified and isolated as incorrect representations of a
valid word [13]. Typographic errors, also known as “fat
fingering”, have been made by an accidental keying of a
letter in place of another. These errors are made assuming
that the writer or typist knows how to spell the word, but
may have typed the word hastily resulting in an error [14].
Cognitive errors refer to errors that have been made by a
lack of knowledge from the writer or typist [14].

Phonetic errors can be seen to be a subset of cognitive
errors. These errors are made when the writer substitutes
letters they believe sound correct into a word, which in
fact leads to a misspelling [15]. Once a potential word has
been detected, then the correction of that word is another
issue in the spelling correction process. There are many
isolated-word error correction applications, and these
techniques entail the problem to three sub-problems: treat
detection of an error, generation of candidate corrections
and ranking of candidate corrections as a separate process
in sequence [14].

Our Personal Name Recognizing Strategy (PNRS) is
based on the results of number of strategies that are
combined together in order to provide the closest match.
Before applying any techniques to suggest a valid word
for particular field, the information in the proper place
needs to be free of non-ASCII characters. Our approach
for removing the non-ASCII characters initially requires
the original blank spaces to be kept in the data and later
used as delimiters; then removes the non-ASCII
characters from the records; and finally consolidates the
partitioned word pieces. After removing the non-ASCII
characters from the input data, prediction algorithm gets
executed to provide a suggestion list.

Among the other approaches, the near miss strategy is
the most fairly simple and widely used way to generate
suggestions. In this approach, two words are considered
near, if they can be made identical by inserting a blank
space, interchanging two adjacent letters, changing one



letter, deleting one letter or adding one letter [16]. If a
valid word is generated using these techniques, then it is
added to the suggestion list. However, the near miss
strategy doesn't provide the best list of suggestions when
a word is truly misspelled. That is where the phonetic
strategy becomes attractive. A phonetic code is a rough
approximation of how the word sounds [14]. The English
written language is a truly phonetic code, meaning that
each sound in a word is represented by a symbol or sound
picture. The phonetic strategy is comparing the phonetic
code of the misspelled word to all the words in the word
list. If the phonetic codes match, then the word is added to
the suggestion list.

The input data involving names and possible
international scope make the phonetic equivalents of
certain letters difficult to standardize. Therefore, the
algorithm that is used provides results of near miss
strategy and phonetic strategy in a suggestion pool at the
same time and equal weight [17]. Once we have a list of
suggestions (based on the data type) an edit-distance
algorithm is either used to rank the results in the pool or
to suggest a word for mistyped information. If the input
data is a goal state, we specifically use edit distance to
rank the results from the pool. The edit distance is defined
as the smallest number of insertions, deletions, and
substitutions required for changing one string into another
[12]. In order to provide meaningful suggestions, the
threshold value, ¢, is defined as 2. In case the first and last
characters of a word don’t match, we modified our
approach to include an extra edit distance. The main idea
behind this is that people generally can get the first
character and last character correct when trying to spell a
word.

On the other hand, if the input records are being used in
correction stage, edit-distance is used only to rank the
results.  Different and better decision mechanism is
needed to suggest the best possible solution for individual
names. The rational behind this is that at the final stage
there is a possibility to see several possible candidate
names for a mistyped one which has one or two edit
distance from the original word. Relying on edit distance
doesn’t often provide the desired result. Therefore, we
designed our decision mechanism based on the content of
the input information. The systems uses the U.S Census
Bureau decision mechanism, which is compiled a list of
popular first and last names which are scored based on the
frequency of those names within the United States [18].
This allows the tool to choose a “best fit” suggestion to
eliminate the need for user interaction. The strategies are
applied to a custom dictionary which is designed
particularly for the workflow automation.

After the correction process is finished for the input
and goal state, natural language parser is used to
understand the user expectations (goal state). A parser for
the natural language (English, Portuguese, etc.) is a
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program that diagrams sentences of that language [19].
Most of the natural language processing methods [20]
break the process down into several successive stages,
using several levels of representation: morphologic,
syntactic, or semantic then pragmatic analysis. These
conceptual representations and understandable models of
texts depend on contextual knowledge: each stage brings
in some specific knowledge about the text being analyzed,
and that information can be saved in a database [21].
However, there is an inability to draw common-sense
reasoning on real world knowledge. For this reason, the
Shallow Parsing method was the most suitable for our
needs. Shallow Parsing is a form of Information
Extraction (IE) which only tries to distinguish a finite
number of topics instead of full text comprehension. It
looks for named entities, phrases or keywords. By looking
at the sentences syntactically instead of semantically, it
will reduce the complexity of the NLP. Tagger and
Chunker are chosen to be used in this study for one main
reason: First high accuracy, the average accuracy that is
reported for state-of-the-art data-driven Part-Of-Speech
(POS) Taggers lies between 95% and 98% [22].

As shown in high level functional model diagram
(Figure 1), the system is composed of a Natural Language
Parser (NLPr), a token analyzer (PhraseGroup), a
Statistical Analysis Tool (SATool), and a dictionary to
provide the list of output fields. Logical natural language
sentences are given to NLPr for tagging each word then
assembling each tagged word into a Noun Phrase Chunk.
The token analyzer compares the gathered information
from Natural Language Parser with the designed
dictionary and business SATool to provide the list of
selected output fields for workflow automation.

/—C!u ter

|

Token Statistical N
Analyzer Analysis Tool

Natural
Language
Parser

Natural
Language

\
Figure 1. High Level Functional Model of NLP

B. Input File Correction and Result Analysis: A case
study

Since input files can consist of any personal or contact
information for variety of people, we intend to use a
simple task (see Table 1) to make this case study more
understandable. Let us assume that the following records
are given by a customer, along with the expectation (goal
state), to see if “the customer’s file to be flagged for dirty

List of

selected
output figlds




words.”

Table 1. Input Records Given by Customer

Jas?n Richardson, 123 Main St., Memphis, TN

Jesen Kay, 1269 High St., Santa Monica, CA

Mi?e Barkley, 453 Wilson Ave., Morgantown, WV 26505
Mike Anderson, 1645 Blake Ave., Los Angeles, CA
Herrry Jacobsen, 1385 Broadway #2106, New York

The White House, 1600 Pennsylvania Ave., Washington,
DC

Maly Huntington, 567 Main St., Little Rock, AR

icardinh Prince, 2824 3rd St., Dallas, TX

Stepl: After removing the question marks and
consolidating the remaining pieces, the data reshaped as
in Table 2.

Table 2. Input Records Recovered from Non-ASCII
Characters

Jasn Richardson, 123 Main St., Memphis, TN

Jesen Kay, 1269 High St., Santa Monica, CA

Mie Barkley, 453 Wilson Ave., Morgantown, WV 26505
Mike Anderson, 1645 Blake Ave., Los Angeles, CA
Herrry Jacobsen, 1385 Broadway #2106, New York

The White House, 1600 Pennsylvania Ave., Washington,
DC

Maly Huntington, 567 Main St., Little Rock, AR

icardinh Prince, 2824 3rd St., Dallas, TX

Step2: After applying the PNRS to the file, several
candidate names are suggested for some of the misspelled
ones. Such as, Jason, Jan, Jayson are possible individual
alternatives for Jasn. This is where Census Bureau records
are used to make final decision. In this case, the name of
Jason much more appeared than the other two at the
Census Records. Same algorithm is applied to other
records as well and the correction tool provided following
suggestions for the misspelled names:

Table 3. Corrected Input Records

Jason Richardson, 123 Main St., Memphis, TN

Jason Kay, 1269 High St., Santa Monica, CA

Mike Barkley, 453 Wilson Ave., Morgantown, WV 26505
Mike Anderson, 1645 Blake Ave., Los Angeles, CA
Harry Jacobsen, 1385 Broadway #2106, New York

The White House, 1600 Pennsylvania Ave., Washington,
DC

Mary Huntington, 567 Main St., Little Rock, AR

icardinh Prince, 2824 3rd St., Dallas, TX

As it is illustrated in Table 3, the last record is not
corrected with the tool. Although a possible candidate
“Ricardinho” is only two edit distance away from this
misspelled name, the edit distance is calculated as three
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and the tool marked this word as out of boundary. The
rational behind three edit-distances is the result of both
first and last characters are not matching. However, this
problem can be solved by applying Longest Common
Substring [23] algorithm when ¢ is exceeded two.
Although, our algorithm is unique from the other
existing once, there is a need to compare results each
other to reflect the effectiveness of the tools. The result
provided through the use of PNRS is much more
promising than arguable largely known ASPELL [24],
JSpell HTML [25] and Ajax Spell Checker [26] (Table 4).

Table 4. Comparison of the Spelling Correction

Algorithm
Before | Best Shot with | ASPELL JSpell Ajax Spell
(VBSO) HTML Checker
Jasn Jason N/A Jags Jason
Jasn Jason Jason Jason Jason
Jesen Jason Jason Jensen Jasen
Mi?e Mike N/A Eh No
misspelling
found
Mie Mike Mie Mime Mei
Herrry Harry Harry Harry Harry
Maly Mary Mary Malay Malay
icardinh | Edit-Distance Saccharin | Circadian Acton
too high

C. Impact of Input File Reliability on the Business
Process Automation

Task reliability (R) models can be considered the most
important class of workflow failures, task failures. Task
Reliability can be organized into two main classes:
workflow system reliability based on user goal state and
process reliability of the user input file.

1) Workflow System Reliability based on User Goal State:
This task consist of business rules exceptions in workflow
systems which lead to irrelevant flow for a given goal
state. Although, spelling correction algorithms and then
NLP are applied to the original user goal state
information, some terms are not recognized or provide
inconsistent output for a particular case. Therefore, we
have calculated the System failure rate as:
SF. = A
T
where, SF, is the ratio between the numbers of time a
task did not perform for its users, A, and the number of
times the task was called for execution, 7 . Similarly the,
Workflow System reliability rate, WRr, is based on the
following definition.

WR, =1-SF.




2) Process Reliability of the User Input File: This part of
the study consists of business process exceptions in
spelling correction tool which lead to an anomalous
termination of a name correction task when fail or abort
stages is activated. In the user input file spelling
correction tool, task structure has an initial state, an
execution state, and two distinct terminating states. The
model used to represent each task indicates that only one
starting point exists when performing a task, but two
different states can be reached upon its execution as show
in Figure 2. For example, a name which has more
question marks than the letters fails because of the
unrecognizable input record, when the task enters the
aborted state. On the other hand, the correction attempt
reaches the failed state, when edit distance is more than
two.

done commit

Failed

Done Committed

Aborted

Figure 2. Two Task Structures

The behavior of the process can be defined as:

F = A
A+ B

where PF, denotes the process failure rate, B represents
the success, whereas A is the incomplete process. While,
PF, provides information concerning the relationship
between the number of times the state done/committed is
reached, B, and the number of times the failed/aborted
state, A, 1is reached after the execution of a task, Process
Reliability Rate, PR, can be defined as;

PR =1-PF.

Test Results

Success of the spelling correction and the dictionary for
understanding the business language directly impacts the
workflow. Correctly recognized business expectations and
error-free input record files lead to a generation of a
reliable workflow. However, voluminous of the data and
especially the international scope of the names reflect as
unexpected results. Twelve real life samples applied for
both tests. As shown in Figure 3, workflow system

Initial Initial
Start Start
Executing Executing
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reliability based on the natural language processing of the
user goal statement ranged from 0.69 to 1. In other words,
the Natural Language Parser provides an average success
rate of 0.88 correctly designed workflow.

On the other hand, process reliability (Figure 4) which
is based on the percentage of correction the names in
record fields succeeded from 0.45 to 0.96 with an average
of 0.8 in twelve experiments.

System Reliability Rate

1.2

o AT N\ ™

0.6 —e— System

Reliability Rate

Reliability

0.4
0.2

1 3 5 7 9 11
Task Number

Figure 3. Workflow System Reliability Rate Based on
User Goal State

Process Reliability Rate

1.2
! //‘\0\/\\

208 ——
3 06 // —e— Process Reliability
s R
2 / ate
x 04

0.2

O+ 7T T
123 4 5 6 7 8 9 101112

Task Number

Figure 4. Process Reliability Rate for the Correction
of User Input File

Conclusion

In this study, a knowledge-based Natural Language
Parser and a spelling correction are briefly presented as an
enhancement to workflow automation engine. Based on
the experiments conducted, not only the reliability of the
workflow engine, but also the impact of user goal state
and input file are important as well. Although, the
reliability of the input file is calculated, its impact to the
workflow is yet to be formulized. Moreover, we are also
aiming to put efforts on calculating the error propagation
in the workflow.

References

[1] Brouns, G.AJF., “Featuring Workflow
Management- An overview of the distinctive features



[er

—

—

—

of workflow processes and their consequences for
workflow management”, SPOR-Report 2000-05,
Eindhoven University of Technology, 2000

Becker, J., von Uthmann, C., zur Miihlen, M.,
Rosemann, M., “Identifying the Workflow Potential
of Business Processes” [In: Sprague, Ralph Jr.:
Proceedings of the 32nd Hawaii International
Conference on System Sciences (HICSS 1999),
Wailea (HI), January 5-8, 1999. Los Alamitos, 1999
Black, D., “Workflow Software: A Layman’s
Handbook, Part I,” INFORM, April 1994

Fendel, D., and Bussler, C., “The Web Service
Modeling Framework” 2002, Vrije Universiteit
Amsterdam  (VU) and  Oracle  Corporation.
http://www.cs.vu.nl/~dieter/ftp/paper/wsmf.pdf
Shegalov, G., Gillmann, M., Weikum D., “XML-
enabled workflow management for e-services across
heterogeneous platforms”, The VLDB Journal, 2001,
10:p.91-93

Chen, Q., et al. “Dynamic-Agents, Workflow and
XML for E-Commerce Automation” EC-Web, 2000.
p.314-323

Clark, D., Shenker, S., and Zhang, L., (1992).
“Supporting Real-Time Applications in an Integrated
Services Packet Network: Architecture and
Mechanism” Proceedings of ACM SIGCOMM. pp.
14-26.

Cruz, R. L. (1995). "Quality of service guarantees in
virtual circuit switched networks." [EEE J. Select.
Areas Communication. 13(6): 1048-1056.
Georgiadis, L., Guerin, R., Peris, V., and Sivarajan,
K., (1996). "Efficient Network QoS Provisioning
Based on Per Node Traffic Shaping." I[EEE ACM
Transactions on Networking. 4(4): 482-501.
Klingemann, J., Wisch, J., and Aberer, K., (1999).
,Deriving Service Models in Cross-Organizational
Workflows” Proceedings of RIDE - Information
Technology for Virtual Enterprises (RIDE-VE '99),
Sydney, Australia. pp. 100-107.

Miller, J. A., Fan, M., Wu, S., Arpinar, 1. B., Sheth,
A. P., and Kochut, K. J., “Security for the Meteor
workflow management system”, UGA-CS-LDIS
Technical Report, University of Georgia, 1999.
Levenshtein Edit-Distance Algorithm,
http://www.nist.gov/dads/HTML/Levenshtein.html
Becchetti C., Ricotti L. P., 1999. “Speech
Recognition: Theory and C++ Implementation”. John
Wiley & Sons

Kukich, K., “Techniques for Automatically
Correcting Words in Text”, ACM Computing
Surveys, vol. 24, No. 4, 1992.

[15] ASPELL, http://aspell.net/metaphone/
[16] Near Miss Strategy,

http://www.codeproject.com/csharp/NetSpell.asp?pri
nt=true

Varol, C., Kulaga, J., Robinette, H., Bayrak, C.,
“Application of Near Miss Strategy and Edit Distance
to Handle Dirty Data”, ALAR 2006, March 3, 2006,
Conway, Arkansas.

Census Bureau Home Page, www.cencus.gov

Black, E., “Evaluation of Broad Coverage Natural
Language Parsers”
http://cslu.cse.ogi.edu/HLTsurvey/ch13node6.html
Fuchs, C., Danlos, L., Lacheret-Dujour, A., Luzzati,
D., Victorri, B. “Linguistique et traitement
automatique des langues® Hachette, Paris-France,
1993.

Desclés, J-P., Cartier, E., Jackiewicz, A., Minel, J. L.,
“Textual Processing and Contextual Exploration
Method®“, CONTEXT'97, 189- 197, Rio de Janeiro,
Brazil, 1997.

Megyesi, B., “Shallow Parsing with PoS Taggers and
Linguistic Features”, Journal of Machine Learning
Research 2 (2002) 639-668

Friedman C., Sideli, R., “Tolerating spelling errors
during patient validation” Computers and Biomedical
Research, 257486-509, 1992

ASPELL, http://aspell.net/metaphone/

Jspell HTML, http://www.thesolutioncafe.com/html-
spell-checker.html

AJAX Spell Checker, http://www.broken-
notebook.com/spell checker/



Optimizing the Architecture of Adaptive Complex Applications
Using Genetic Programming

ITham Benyahia & Vincent Talbot
Université du Québec en Outaouais, 101 St-Jean-Bosco St., Box 1250, Station B,
Gatineau, Québec, Canada J8X 3X7
ilham.benyahia@uqo.ca

Abstract- Complex distributed applications for control
and monitoring based on high-speed networking and
quality of service (QoS) constraints are found in energy,
telecommunication and transportation management such
as traffic control based on video transmission. These
applications are comprised of agents characterized by
large-scale component-based library architecture. Since
they interact with unpredictable environments, they run a
high risk of performance degradation. In order to deal
with environmental uncertainties, there is a requirement
for adaptive computing during the system run time. Thus,
an automatic evolution of the agent’s software through
architecture changes is needed. To maintain the agents’
QoS, the architecture configuration must be optimized
according to the environment behavior. For instance, a

1. INTRODUCTION

New technologies in computing and telecommunications
based on high-speed networking have brought valuable
new dimensions to the development of complex applica-
tions. Such applications can be found in the control of
telecommunication, energy networks and transportation.
We consider traffic control in the transportation domain as
a multimedia application. The states of traffic and routes
are continuously transmitted by videos to a control station
where all the information is visualized and analyzed.
Then, control data are transmitted to different locations
within a specified deadline to avoid route congestion and
other consequences after the occurrence of abnormal
situations. Such temporal constraints pose serious
problems  for  existing  software  development
methodologies. Current software performance analysis is
achieved at the design phase where the architecture
decision is taken. Complex applications considered here
must be adaptive in order to meet the required quality of
service (QoS) for any environment change.

To make processing components adaptive, our approach is
based on the design and development of a test bed which
will associate the best architecture configuration with each
significant environment behavior. This test bed
incorporates a genetic programming (GP) framework to
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complex process for video coding is used if the deadlines
are not tight, while simpler processing is necessary when
the deadline is tight. Genetic programming techniques
are employed to dynamically achieve the optimal
architecture configuration. Experiments using our test
bed are reported in this paper. Numerical results confirm
performance  gain  following  adaptation of the
configuration of complex agent architecture to each
significant environment behavior

Keywords- Adaptive complex applications, genetic
programming, quality of service, component-based
software engineering, frameworks and systems, software
architecture optimization.

find the best fit between an environment behavior and a
combination of components.

This paper is organized as follows. Section 2 illustrates
complex applications and their characteristics and
describes our development framework. Section 3 defines a
generic test bed designed to find the best complex agent
architecture  configuration for each  significant
environment behavior according to an environment
behavior generator. Section 4 presents experiments using
our test bed, and a conclusion follows in Section 5.

2. COMPLEX APPLICATION DEVELOPMENT
CHARACTERISTICS

A complex system is distributed and interacts with its
environment, any change in which implies a flow of
events to be processed within a deadline. The main diffi-
culty in managing such systems relates to performance
degradation due to the non-foreseen behavior of their
associated environment.

2.1 The complex applications environment

We consider two operation modes or regimes for complex
applications, the stable regime and the perturbed regime.
The stable regime is an environment that behaves in
accordance with a foreseen specification based on the
inter-arrival of events according to a probability



distribution. A system is said to operate in a perturbed
regime when its environment is faulty and has a non-
foreseen behavior. An example of a disturbed regime is a
power system where various failures may occur due to
faulty event correlation [10]. Cascading faults can also
affect telecommunication networks using immature
technologies such as SONET (Synchronous Optical
Network) and ATM (Asynchronous Transfer Mode) [5].

2.2 Complex applications development framework

In previous work, we have presented a generic framework
[1] to develop complex applications in different domains
such as telecommunication [3] and transportation [2]. Our
framework architecture is illustrated in Fig. 1.

Supervisor Agent

Complex Agent2

Erviranmant Enviranment Enviranment Ermvironmant
Agant 1 ! Agant 2 Agent 3 Agant4

Fig. 1. Architecture of a complex system.

Complex Agent1 Complex Agent3

Complex agents are responsible for control and
monitoring of the environment components called
environment agents which communicate events, and their
associated complex agents trigger suitable actions. In a
traffic control application, cars represent environment
agents that communicate events after any route incident.
The supervisor agent is responsible for the collaboration
of complex agents to improve performance depending on
their processing load. A complex agent is characterized by
the following sequence of event processing, in which it:

= Perceives significant environment events (reactivity),
= Filters new events when the environment is perturbed,

= Delegates events through the supervisor agent to other
complex agents when the complex agent is saturated
(unable to process events before deadline),

= Considers a global context to evaluate actions to be
triggered for accepted events,

= Meets the event deadlines using scheduling techniques,

= Executes selected actions.

A complex agent has an architecture made up of different
components, each responsible for carrying out the above
phases using one or several sub-components.
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2.3 Library of complex applications components

The architecture of each complex agent is based on a library
of components. A component can have several sub-
components with the same role as scheduling techniques [1].
For instance, in the telecommunication domain, different
strategies are presented in the form of components to
control the congestion in ATM networks [3]. An
architecture component is defined by parameters which
can be either generic or application-dependent. The
functional type of a component may remain generic.
However, parameters such as degree of accuracy and
execution time are application- and environment-
dependent. For instance, the processing for noise filtering
of video transmissions in traffic control can have different
degrees of accuracy according to its complexity. In this
paper, we consider only two parameters in our component
notations, the functional type of the component and the
CPU execution time. Thus, a component ¢ is defined as
follows: ca_b, where a represents the component function
and b its execution duration. The selection of complex
agent architecture components among those with similar
roles can greatly affect the performance of the system.
Related work on performance analysis integrated with
software design can be found in distributed, concurrent
and real-time applications and software-oriented
component libraries.

2.4 Software performance analysis

Performance analysis for distributed, concurrent and real-
time applications is based on sequence diagrams and
scheduling theory [6], [8]. In these approaches, systems
are structured in tasks and a time budget (CPU time) is
associated with each task. The time budget is used to
evaluate the schedulability of these tasks which is defined
in terms of a CPU utilization that must be less than or
equal to the specified system response time (deadline).
Such performance analysis is not suitable for complex
applications such as traffic control due to its dynamic
environment.

The importance of performance specification becomes
painfully evident when its absence leads to harmful
consequences as has been reported for component library
systems oriented for real time [11]. The performance
evaluation  approaches for component software
performance evaluation which are now gaining the most
popularity are based on an execution graph [12].
However, most of them have little relevance for complex
applications because they consider limited components.

Complex applications require a design methodology that
integrates performance analysis to enable adaptive
component interconnections. A complex agent may
operate with different combinations of components to
process a particular event according to its own state and



its environment behavior. To define our design
methodology, we consider two main requirements: first,
how to define the best combination of complex agent
architecture components when existing repositories for
large-scale applications contain thousands of different
components: and second, how to formulate the quality of
an architecture configuration which must be environment-
dependent. To deal with combinatorial problems and find
a solution that satisfies a required quality, we use a genetic
programming technique to generate the best solution.

3. DEVELOPMENT AND OPERATION
PARAMETERS OF THE EXPERIMENTAL
TEST BED

We aim to generate architecture = component
interconnections that provide the best QoS according to
the current environment behavior.

Our approach is empirical using our experimental test bed
which has three main subsystems: an environment
generator, a genetic programming framework called
ECJ10 [4] and a simulator. The results of experiments are
expressed as rules that associate each environment
behavior with the best architecture configuration. We
present a general overview of genetic programming.

3.1 An overview of genetic programming

Genetic programming with its population of “programs”
provides a way to perform program induction through the
following steps. These programs are constructed from a
predefined set of functions F and terminals T, and are
encoded as trees (as opposed to the linear structures,
known as chromosomes, found in genetic algorithms) [9].

Step 1. Initialization. Create an initial random population
of P programs made up of all possible combinations of
functions.

Step 2. Selection. Select P programs in the current
population. The selection process is probabilistically
biased in favor of the best programs.

Step 3. Modifications. Apply operations such as
crossover and mutation to the selected programs to
generate new programs.

Step 4. Evaluation. Evaluate the fitness of each program
in the new population by applying this program to a set of
fitness cases (examples), and by measuring the
correspondence between the desired responses and the
responses produced by the program.

Step 5. Repeat Steps 2, 3 and 4 for a pre-specified
number of generations or until the system shows no
further improvement.
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3.2 The test bed structure

The test bed is made up of three subsystems (Fig 2).

«extemal usen|
external user3|
<<system>>
GPTestBed
«external usen| «uses»
extemal user2l — | | «subsystem»
N . | - «subsystenm
GPTestBed::GeneticProgramming | _, PTestBed: Simulator
1
«external usen
» lexternal user1|
GPTestBed::EnvironmentGenerator
Fig. 2. Architecture of the test bed.
The first subsystem, the Environment Generator,

generates simulation models representing environment
behaviors characterized by events inter-arrival. It produces
an Environment object that models environment behavior
which is based on distribution laws such as the Normal
distribution. Once generated, Environment objects can be
tested by the Simulation subsystem, which simulates the
execution of an architecture component interconnection.

The Genetic Programming subsystem is an object-
oriented framework called ECJ10 [4]. The main class is
GP-Problem which defines the genetic problem to be
solved and creates and evaluates a population of
individuals. To create the individuals of the initial
population, GP-Problem defines the GP-Nodes of trees
with operators in the form of temporal relations (before,
after) and terminals represented by architecture
components.

The Evaluation class defined in Step 4 implements the
calculation of the individual’s fitness as follows. First, it
assigns the worst results to the non-validated individuals
to be eliminated. Then it calculates the objective function
defined by two parameters, quality and performance.

The subsystem responsible for simulating the execution of
complex agent architecture is presented as a graph (tree).
It relies on the Environment class to provide an
environment context under which the simulated
architecture configuration executes.



The formula for calculating the individual’s fitness value
is:

Individual fitness = Individual quality + Individual performance
where

Individual quality = 1- (Qmax — Qtotal) / Qmax (1) — in order to
consider that quality globally (considering the size of the
population),

Individual performance = EVTlost* / EVTreceived** (2) is the rate
of individuals that finish the processing before their specified
deadline

Qmax: the maximum Qtotal in the configuration space
Qtotal: the sum of component qualities of a configuration

three time units with a minimum value of component
execution duration set to three time units and up. To
model a perturbed environment, we use event inter-arrival
time of less than three time units to increase the frequency
of events. The perturbed behavior presented in Fig. 4 is
obtained by using Weibul distribution to generate inter-
arrival times of perturbations, Triangular distribution to
generate the duration of perturbations and Normal
distribution to generate the amplitude of perturbations. To
validate the compliance of the defined environment
model, we apply the concept of moving average used in
statistics [7], [13].

*EVTlost: the number of events that cannot be processed before their
deadlines
**EVTreceived: the number of events received during the simulation

4. EXPERIMENTS USING THE TEST BED

Experiments were conducted using the test bed to
optimize the required QoS of complex systems. The
objective is to produce accurate results in the form of
associations between environment behaviors and the
systems architecture configuration. The first step of our
experiments is calibration of the test bed parameters.

4.1 Experimental parameter calibration

To optimize the simulation duration, we undertook a
series of trial runs to find the minimum duration that
would produce the desired results. Based on a maximum
task processing time of 3 time units, we generated stable
and perturbed Environment objects, and set the minimum
duration of a simulation to 300 time units.

The main genetic programming parameters we used for
our initial trials are based on GP parameter settings as
defined in [4] (see Table 1).

Number of generations | 10

Population size 100

Objective function type | 0 vs. infinity
Fitness = 0.0

Ideal individuals

Stop criteria Result convergence

Terminal and operators | 9 components and “before” operator

Reproduction method | Tournament : 7

Mutation method Tournament: 7
Crossover Tournament: 7
Maximal depth 17

Tablel. Genetic programming parameters.

To define a stable regime, we consider the Normal
probability distribution. The event inter-arrival is set to
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Stable and Perturbed Environments

Stable
Perturbed

Event Inter-arrival Times
N

Duration (Discrete Time Units)

Fig. 3. Environment behavior modeling.
4.2 Experimental results

We carried out two phases of experiments. The first used
simulation to generate exhaustive combinations of
architecture components, while the second employed
simulation based on genetic programming to evaluate the
performance of architecture configurations in graph form.

The first phase produced results showing associations
between architecture configurations and environment
behavior following an exhaustive process of component
combinations.

The second phase produced two main results. The first
underscores the valuable contribution of genetic
programming since there is a rapid convergence to the
best solution compared to the exhaustive search. The
second phase demonstrates the optimization of the QoS
formulated as a GP fitness for a complex application
operating in both the stable and perturbed regimes. Table
2 presents examples of numerical results in the form of
QoS gain achieved by finding the best configurations. We
also measure the potential loss for systems with perturbed
environment behavior operating with the best
configuration found for the stable environment such as the
individual 2_1,1 22 3.

The individual 2 1,1 2,2 3 used for the perturbed
environment will be responsible for the loss of 75 events
representing 54% which is enormous. Thus, processing
adaptations are necessary to maintain the required QoS.



et conﬁg::;tions Oec\c/:el;:se ¢ erJ:l::s l:)/:s Hiness
6 1221 100 0 0% | 0.31
7 21,1213 100 4 4% | 0.18
8 21,1223 100 1 1% | 0.01
9 21,1223 100 0 0% | 0.00
10 21,1223 100 0 0% | 0.00
11 21,1223 100 2 2% | 0.02
12 21,1223 100 0 0% | 0.00
13 21,1223 100 0 0% | 0.00
14 21,1223 100 0 0% | 0.00

Table 2. Examples of gains in QoS for best configurations
5. CONCLUSION

This paper deals with complex applications that interact
with unpredictable environments and are based on large
libraries of components. Such applications must meet
high performance requirements even when operating in
extreme situations.

Existing approaches to software design with performance
considerations are limited either to typical operating
scenarios or to individual component descriptions. Since
complex applications interact with continuously changing
environments, they must adapt their architecture
configuration to each significant environment behavior.
However, the challenge is to solve the NP-hard problem to
combine the suitable processing components and find the
best architecture configuration.

The main contribution of this paper is the use of genetic
programming to identify the best solution from a large
range of possible processing solutions defined from a
library of components. Numerical results obtained from
our experiments show the superior efficiency of genetic
programming over an exhaustive search for solutions
based on simulation. Our experiments also demonstrate
the benefits of architecture reconfigurations when
complex applications operate in extreme situations. Thus
for traffic control applications, we will be able to
dynamically change the required components for video
processing as noise filtering and visualization to take the
best decisions within a specified time.
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Abstract

The problem of scheduling real-time tasks with minimum
jitter is particularly important in many multimedia
applications, however, there are no much studies in this
field of research. Here, a new algorithm that is called
Improving Variance of Jitter (IVJ) is proposed to
schedule non-preemptive tasks efficiently. The goal of this
algorithm is to improve the jitter of the well known
Earliest Deadline First (EDF) algorithm, particularly in
overloaded conditions. Proposed algorithm is based on a
new parameter that is added to each process and it is
called Start time. Start time is calculated by proposed
method dynamically. Simulation results showed that the
1IVJ algorithm could efficiently reduce the jitter and it had
a better miss balancing.

Key Words- jitter, Non-preemptive, Real time

scheduling, Earliest Deadline First (EDF)

1. Introduction

Multimedia applications are used widely on computers
nowadays. These applications have some real time
requirements. The real time properties which are required
to play back multimedia applications acceptably are often
identified as Quality of Service (QoS) parameters. These
parameters include miss rate, minimum and maximum
delay (that bound the jitter), average bandwidth available
and peak bandwidth available [1]. The guarantee of
quality of service (QoS) has become an important topic in
the design of real time operating systems. One of the most
important issues to guarantee QoS is scheduling
algorithms that are employed at real time operating
systems. Most of the recent researches have concentrated
on variants of well known Earliest Deadline First (EDF)
algorithm to present scheduling algorithms to decrease
miss rate, fix jitter and etc [2].

However, in multimedia applications, it is not
necessary for every instance of a periodic task to meet its
deadline [3] and it depends on the application, e.g., the ear
is more sensitive from the eye, so a variance of even a
few milliseconds in delivery times is acceptable, however
the delay time cannot exceed a specified bound. As a
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result, delivery rate in multimedia applications is very
important and should be strictly bounded to receive good
performance [2].

Some researches have previously been done on the
topic of jitter control. Stankovic and Di Natale proposed
a scheduling approach for distributed static systems that
develops innovative ways to specialize simulated
annealing to find solutions which contain feasible
schedules with minimum jitter [4]; also they have studied
jitter-minimization in the context of providing end-to-end
timing guarantees in the distributed real-time systems [5].
S. Baruah and G. Buttazzo have studied the output jitter in
the context of the preemptive uniprocessor scheduling of
periodic real-time tasks, and have proposed two
scheduling algorithms for minimizing jitter [6]. The one is
polynomial-time while the other is pseudo-polynomial
time in the size of the problem, but provides better jitter
bounds. Their algorithms achieve very good results when
the system is underloaded [6]. S. Baruah and D. Chen
have addressed the problem of accommodating jitter in
situations that there is little or no control over the
occurrence of jitter [7]. K. Lin and A. Herkert have
discussed the jitter control issue in time-triggered real
time systems using the DC (Distance Constrained)
scheduling model to reduce jitters in time-triggered
systems [8].

Researchers in network communications have also
devoted considerable attention to the phenomenon of
jitter. E.g, A. Dua and N. Bambos have studied low-jitter
scheduler design for deadline-aware crossbar packet
switches, within a DP (Dynamic Programing) framework
[9]. Y. Mansour and B. Patt-Shamir have proposed on-
line algorithms that controls jitter [10]. Also Jitter-control
schemes have been proposed by Ferrari [11] to minimize
the end-to-end jitter in circuit-switched networks. Jorg
Liebeherr and Erhan Yilmaz have presented a modified
version of EDF, Earliness-based EDF (EEDF), which is a
compromise between work conserving and non-work
conserving disciplines. It attempts to consolidate the
advantages and drawbacks of the work conserving and
non-work conserving versions. They demonstrated that
EEDF schedulers can balance buffer requirements and
average end-to-end delay [12]. Dinesh C. Verma and Hui
Zhang have described a method for guaranteeing delay



jitter for real-time channels in a packet-switched store-
and-forward wide-area network. This method is similar to
proposed method but they are not same. They proposed
that for each node (n), local delay bound (d;,) and local
jitter bound (j;,) are determined based on source-to-
destination delay bound (D) and source-to-destination
delay jitter bound (J). So a packet arriving at node n at
time t, will usually be assigned a node deadline equal
toty + dj,, and a node eligibility-time equal to ty, d;, —
jin- The packet is ineligible for transmission until its
eligibility-time, which ensures that the minimum delay
requirements for channel i are met in node n. Note that
performance parameters such as D and J  must be
specified by clients [13].

In this paper, a new scheduling algorithm is proposed,
that is called Improving Variance of Jitter (IVJ). This
algorithm decreases the jitter of the EDF scheduling,
particularly in overloaded conditions. Overload conditions
usually occurs in multimedia operating systems when
many clients try to watch videos. An example of such a
system is near video on demand systems. The simulation
results show that proposed algorithm always has lower
jitter variance and more miss balancing in overloaded
conditions than EDF. The miss ratio of EDF algorithm is
lower than the proposed algorithm in underloaded
conditions, but when the load of system and number of
tasks increase, the obtained results of both algorithms
show similar data. The time complexity of IV] is the same
as EDF.

The reset of the paper is organized as follows. In
Section 2, a formal real time system model is presented
and EDF algorithm is described. Proposed IVJ scheduling
algorithm and simulation results are shown in sections 3
and 4, respectively and the conclusion is given in Section
5.

2. Background

2.1. Classic model of a real time system

Real-time applications generally have a sequence of
temporally dependent computation units executing some
application functions. In real time applications,
computation units can be periodic or sporadic and have
constant or variable processing time [1]. Here, we focused
on Periodic Variable Processing Time (PVPT) real-time
applications.

A computation unit with timing constraints is defined
as a jobj = (r,c,d), which r is its release time (or its
arrival time); ¢ is its computation time and d is its
deadline, and a sequence of dependent jobs is called as a
task T = (J,P), which J is a set of jobs and P defines the
task’s periodicity [1]. In this model a real time system is a
set of tasks T = {Ty, Ty, Ty, ..., Ty }-
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2.1. EDF

The EDF scheduling algorithm is a priority driven
algorithm in which higher priority is assigned to the
request that has earlier deadline, and a higher priority
request always preempts a lower priority one. In a set of
preemptive tasks (periodic, aperiodic, or sporadic), EDF
will find a schedule if it is possible [6, 8, 14, 15]. EDF
scheduling algorithm achieves very good results when the
system load is underloaded for both preemptive and non-
preemptive tasks. But, when the system is overloaded, it
has been shown that the EDF approach leads to very poor
performance and also, it does not guarantee the regular
jitter [14]. Therefore, a new algorithm should be provided
for these conditions.

Jitter refers to the wvariation between the inter-
completion times of successive jobs of the same task [6].
More formally;

Dimin = min {fik+1 flk} (1)
k=0

Dimax = max { ik+1 flk} (2)
k=0

When DM and DM3  denote the minimum and
maximum delay between successive completions jobs of
T;. fXand f<* show the finish time of k and (k+1) job of
T;.

A jitter-free schedule is one that D" = DMax = p,
where P; is the period of T;. Schedules that have as their
secondary objective the minimization of output jitter
attempt to minimize the variation of D™® and D™2* such
that they tend toward P, [6].

In EDF algorithm, when j¥ (k™ jobs of T;) does not
complete sooner than ¢; (the computation time of each
jobs of T;) unit time after its j¥.r (release time of j¥) and
also it does not complete later than c; unit time than jX.d
(deadline of j¥), then we can conclude that ¢; and 2P, — ¢;
are bounds on the maximum and minimum inter-
completion times of Tj, respectively [6].

3. IVJ Algorithm

In proposed IVJ algorithm a new parameter is added to
each job that is called Start time, which is dynamically set
in the run time. This parameter determines start time of
each job, such that each job cannot start its execution
before the Start time. The Start time value is identified by
IV] algorithm dynamically. Table 1 presents the notations
that are used to describe IV] algorithm.



Table 1. Description of notations used in IVJ

Notation Description
jk k" job of T;
jk.s Start time of j¥
jkr Release time of j¥
STN; Start time of next job of T;
The queue of jobs are
Qretease released up to now
TC The Current time
The queue of jobs are ready
Cready up to now (j¥.s < TC )
P; Period of T;
jkf Finish time of j¥
jk.c Computation time of j¥
jk.d Deadline of j¥
IVJ algorithm

Step 1. If a new job (j¥) arrived, set its start time
parameter as follows:

1-1 If jF is the first job of task T; (k = 1) then
ji-s=ji-r

1-2 Else j¥.s = STN;

1-3 Insert j¥ in Qrerease-

Step 2. Update Qgeqay:  €ach  job  (jf)
Qgelease that j¥.s < TC should be removed from
QRelease and add to QReady'

Step 3. Select a job with earliest deadline from Qgeqqy
and remove it from this queue.

Step 4. Execute selected job and set STN; as follow:

4-1 If selected job (j¥) can be completed
successfully ~then  STN;=jk.f+ P, —
ji-c

4-2 Else STN; = j¥.d + P,

Step 5. Go tostep 1.

According to IVJ definition, the bounds on the
maximum and minimum inter-completion times of T; are
P, and 2P, — c;, respectively.

Note that the single processor system is assumed here.

from

4. Simulation results

To compare IVJ and EDF algorithms, several
numerical tests are simulated. MATLAB is used to
generate tasks using the random probability distributions.
For each chosen set of parameters, each experiment has
been repeated 20 times and the average of miss rate, jitter
variance mean, and miss variance are computed. Each
experiment was terminated when the predetermined
simulation time (5000 unit time) has expired.

In the following, the results are showed and the
sensitivity of IVJ is analyzed with regards to the various
parameters including the total system load, and the
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number of the tasks.
used for evaluation.
The following relations were used to evaluate
algorithm results (most of the parameters of these
equations are defined in Table.1):
The total load of system is defined as
N

0(D) = z 0(T) 3)

Where N is the number of the tasks, T is a set of task
and

The non-preemptive task model is

n

]l
0(Ty) = =
(T) = Pl n
k=0
Is load of task T;. The average of jitter variance of total
system is defined as:

C))

N
O = < ) 5)
i=1
Where Xﬁ{ (T)) is the jitter variance of T, and defined
as below:
out (T
Nsucc(T')
Sl
= Gt = T (T))? (6)
Nsucc (Tl) k=1 b out
Nsuce(T)—-1
1
M) = —— ) G-k ()
succ(Ti) k=1

Equation (7) shows the mean of output jitter of task
Tiand Ng,.(T;) is the number of jobs of task T; that are
finished successfully.

The miss variance of the total system is defined as

Varpy;ss(T) =
1

N y:l(Nmiss(Ti) - rneanmiss(‘f))2 (8)
Where
N
1
mean;ios (1) = T D Noss () ©

Equation (9) shows the miss mean of the total system,
and Npss(Ti) is the num of jobs of task T; that are
missed and finally MR, the ratio of num of jobs that are
missed with regards to num of total jobs, is showed by

R = z Nmiss (Ti) (10)
F— Nsucc (Ti) + Nmiss (Ti)

Figures 1-9 show the simulation results of IVJ
algorithm in compare with EDF algorithm.

4.1. The effect of system load and the number of
the tasks on jitter variance

In figure 1, 2 and 3 J2'5(1) is defined as the average

out
of jitter variance of total system, 6 (t) is total load of

system, and N shows the number of the tasks.
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Figure 3. Average of jitter variance of total system v.s the total
load of system which is received by simulation when N = 30

As it is presented in the figures 1, 2, and 3, jitter
variance in IVJ algorithm is always lower than EDF
algorithm. When the system is overloaded (8(t) = 1), the
jitter variance difference between two algorithm is
remarkable. This gap is preserved when the system load
and the number of the task increased.

4.2. The effect of system load and the number of
the tasks on miss variance

In the graphs of figures 4, 5, and 6 vary(t) is a
parameter that shows miss variance of the total system,
0 (1) is total load of system, and Nis related to the
number of the tasks.
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As it is shown in figure 4, 5, and 6, miss variance in
IV] algorithm is lower than EDF algorithm when the
system is overloaded (6(t) = 1) and the miss variance
difference between two algorithm is remarkable. This gap
is preserved when the system load and the number of the
task increased.

4.3. The effect of system load and the number of
the tasks on miss ratio

In the figures 7, 8, and 9, MR is miss ratio of the total
system and 6 (t) and N defenitions are same as the last
figures.
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Figure 7. Miss ratio of total system v.s the total load of system
which is received by simulation when N = 10
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Figure 9. Miss ratio of total system v.s the total load of system
which is received by simulation when N = 30

As it is shown in these figures, miss ratio in EDF
algorithm is always lower than IVJ algorithm. However,
when the number of the task increased, their difference is
not so remarkable and they are near.

5. Conclusions and future work

In this paper, we proposed a new scheduling
algorithm, to improve jitter of the well known EDF
algorithm, particularly in overloaded conditions. The
overload condition usually occurs in multimedia systems.
Therefore, the proposed method is suitable for these kinds
of systems. The proposed method is called IVJ. In IVJ
algorithm a new parameter is added to each job as Start
time, which is dynamically set in run time. The simulation
results show IVI] algorithm has lower jitter variance and
more miss balancing in comparison with EDF, especially
when the load on system is very high.

In future work, we plan to evaluate IVJ algorithm for
real work loads and find out the impact of IVJ on other
QoS parameters.
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Abstract

We developed a videoconference support system
using keywords for distance lectures between outdoors
and indoors. The presenter holds to show keyword
cards so that the presentation can be done outdoors
without any complicated gadgets. The audiences at
remote sites see additional information with the
keywords. Although keyword captions were originally
used in newscasts for supporting comprehension,
handheld keyword cards may have the potential for
improving the quality of telecommunications. We
describe design and implementation of our prototype
system that recognizes printed and handwritten
keywords in video images and presents their relevant
information. We then show a preliminary experiment
to investigate the properties of keyword presentation
by comparing handheld cards and stationary captions,
and obtained the results that the handheld cards are
better than the stationary captions in following talks
and keeping concentration.

1. Introduction

Audiovisual telecommunication is one of the best
means as alternatives to face-to-face communication
when the groups are in locations apart. Commercial
videoconferencing systems and videoconferencing
software applications have been equipped with
additional functions such as material and image
sharing, chatting, file transfer, and voice calling.

Although the additional functions are convenient in
remote lectures and business meetings, they are not
sufficient for interactive telecommunications between
outdoor fields and indoor classrooms. In fieldwork, for
example, it is difficult for a speaker to make a
presentation with typical presentation materials such as
PowerPoint (Microsoft), because of inconvenience of
holding a laptop PC. A palm-on gadget was considered
to be one of the solutions for the problem in carrying
such heavy equipment. However, manipulating the
gadget makes the speaker look down during the talk.
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This environment makes it difficult to keep eye contact
among the participants.

We have therefore proposed an approach of
keyword based telecommunications [1]. In this
approach, a presenter shows keywords instead of
presentation materials, and the audiences at remote
sites see additional information with the keywords. We
here developed a videoconference support system
using handheld cards of printed and handwritten
keywords, so that a speaker can make presentations
outdoors without handling complicated gadgets.

Keyword captions have been used as redundant
information for supporting audiences’ comprehension
in newscasts. It has been demonstrated experimentally
that there is no competition for input information
presented simultaneously in visual and verbal media [2,
3]. It was reported that the synchronous dual media
presentations were an efficient way to improve
learning. This is explained as dual coding theory that
hypothesizes representational connections of sensory
input and response output systems independently and
cooperatively to mediate visual and verbal behavior [4].

Keyword captions were then applied to video
materials for learning second languages [5, 6]. The
captions are expected to have two main reasons why
they are preferred to full-text captions; (1) people have
limited ability to process information within a certain
time [7] and (2) text information tends to be looked at
in video images [8].

We here took a handheld-card-based approach to
smooth presentations at an outdoor environment. A
presenter holds to show keyword cards in which
keywords are printed beforechand or handwritten on
site. when required during a session. Although the
handheld-card-based approach is expected to produce
the merit of attention awareness due to movements of
the keyword cards, there is no empirical study on
presentations using handheld cards. We investigated
the properties of the handheld-card-based approach
with a preliminary experiment in terms of
presentations.



2. Related Work

Using keywords at a videoconference has not really
been attempted, even though there are many systems
that use text information as a method of supporting
telecommunications. The text chat systems provide us
with an online communication environment on the
Internet [9], where users communicate with one
another by typing a line of text. The text
communications have been extended to annotations
and whiteboards in videoconferencing [e. g., 10, 11],
sharing text comments and drawings among remote
participants.

A multimedia distance learning system has been
developed as a virtual classroom that broadcasts a live
class with presenter’s video, presentation slides, and
handwritten text on a whiteboard [12]. In the system,
both the presenter’s appearance and the text

information have been transmitted as videos separately.

The audience can see the presenter and the text
information simultaneously in the different windows.

Text information in presentations was also used for
language  translation.  Automatic  simultaneous
translation of presentation slides was realized by
linking the presenter’s slide with the PowerPoint file,
being used as an input to a PowerPoint translation
package [13]. Although these systems would be
convenient in videoconferencing, they did not provide
any mechanism for  cognitively  supporting
collaboration among remote people.

Nonverbal cues such as gaze and gesture play an
important role in catching what a speaker intends to
say in telecommunications as well as in face-to-face
communications. Gaze awareness was supported in
multipoint videoconferencing by providing
camera/display surrogates that the participant looked at
during a session [14]. Eye contact was faithfully
maintained by placing cameras behind the image of the
eyes using a semi-transparent screen [15]. Multiple
participants were allowed to keep eye contact in a
group-to-group meeting by narrowing a viewing
direction with a multiple layer screen [16]. Although
these systems have supported nonverbal cues
preserving spatial faithfulness, they did not introduce
any approach for improving presentations to attract
attention and create awareness that would make
telecommunications clearer in videoconferencing.

3. Scenario

We here describe a scenario in which we suppose
how the handheld-card-based telecommunications are
used for distance education and the infrastructure
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where we try to apply our prototype system to
videoconferencing.

Figure 1 shows an overview of telecommunications
sharing keywords and their relevant information. A
presenter speaks outdoors holding some cards of
printed or handwritten keywords. The printed
keywords and their relevant information are prepared
beforehand, and the handwritten keywords are written
on the spot. The audiences indoors see the keywords
with the speaker’s face in a video-image window and
the additional information related to the keywords in a
different window.

[ Protein |

Buttedly |

[%—9—F
| | Keywerds
Addricnal
— infarmation )
Fresenter ——LJ Vides
Recognition T
data - Metwork -

2 93

Figure 1: Telecommunications using keywords.

Another scenario for the handheld-card-based
telecommunications is intercultural exchange that
requires dealing with a wide range of topics and
changing content flexibly responding to audiences.
The presentation style using handheld cards enables a
speaker to facilitate modification on topics or order of
the topics during a session. In this scenario, a speaker
presents a series of keywords holding cards. The
audiences including some foreigners at remote sites see
the keywords and the translated words simultaneously.

Let us consider a basic setting of remote lectures
between an outdoor field and indoor classrooms. We
here suppose that a multipoint videoconferencing
system, called Space Collaboration System (SCS) [17],
is used for the remote lectures. SCS has been operated
for educational exchanges among universities using
satellite communications network in Japan. It includes
150 stations at universities, a transportable earth
station, and a hub station.

When a session is held among several universities,
all the stations cannot always transmit audiovisual
signals due to limitation of satellite channels. The basic
assignment of the satellite channels is one-channel
transmission and two-channel reception for each
station, and allows only two stations to transmit
simultaneously in a session group. In SCS, a chair
station is registered in advance, and participants at the



chair station can manage the transmitting stations
based on transmission requirements from the other
stations.

4. System Design

Figure 2 shows an example of the keyword
presentation in our prototype system, assuming
telecommunications at intercultural exchange. A user
presents a handwritten keyword in the image window,
and the translated words as information related to the
keyword are displayed in the content window. The
prototype system enables the user to present
annotations, images, 3D models and sounds as well as
translations as the content of the relevant information.

Figure 2: Keyword presentation.

4.1. Functions

The content presentation was equipped with two
main functions for visually relating the content to the
keyword and intuitively controlling the content.

4.1.1. Layout of the content. A speaker sometimes
prefers to  present multiple keywords in
videoconferencing. The relevant information is
presented for all keywords, but the audiences may be
confused about which keyword corresponds to the
relevant information. We used a visual strategy to
maintain the correspondence between them.

The content of the relevant information is
collocated to the position in the content window, based
on the position of the keyword cards in the video-
image window, as shown in Figure 3 (a). That is, the
annotation word is moved as if tracking the position of
the keyword card. This makes it easy to understand the
spatial relationship between keywords and annotations
when multiple keywords are presented simultaneously
and dynamically change in position.

4.1.2. Control command. There are some cases that a
user wants to control the content of the information
related to the keywords. For example, one of the
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translated words should be selected with the speaker’s
intention when the keyword has synonyms. An
additional marker works as a control command to
select the translation, as shown in Figure 3 (b). Besides
the selection, the control commands change the font
color of the translated words and change the content
from the translations to the others such as annotations,
images, and 3D models.

Tracking of poeiion Central commmand

Video-ima ge window

Condent windirer i dgerimage window Conbent window
(a) Collocation of the (b) Selection of the
relevant information. translated words.

Figure 3: Functions.

4.2. Architecture

Figure 4 outlines the architecture for our prototype
system. The system is mainly composed of image
processing and content presentation components.
These two components have a server-client
relationship, and they exchange data using socket
communications. UDP/IP is used as the protocol to
support multiple clients on the network.

Calibrated
image

Froaantasm

" conmncason (i :

Translation words

Figure 4: System architecture

4.2.1. Image processing. Video images are captured
by a camera, and are fed into a server. A square frame
of the keyword card is detected in the video images. A
matrix of the position, orientation, and size is obtained
for the square frame, and is used for the layout of the



content in the content window being transferred to
clients.

The pixels inside the square frame are clipped out
as an area where keyword characters have been printed
or handwritten in the keyword card. The pixel image is
calibrated to a rectangle for trapezoidal deformation of
the square frame before recognition process.

The recognition process begins with character
recognition for the printed or handwritten keywords
using optical character recognition (OCR) engines.
The recognition result is output as a possible keyword.
Unfortunately, the OCR engines sometimes make
mistakes in recognizing the characters. Therefore, a
word list has been introduced in order to check
whether the possible keyword matches the words in the
word list, occasionally correcting incorrect ones. The
keyword is transferred to clients with the data of the
position, orientation, and size.

When the OCR engines do not output any
recognition results, the process proceeds to check
whether the pixel image matches the image data of the
pre-registered markers for the control commands. The
detection of the control command is noticed to the
clients, and the command controls the presentation of
the content in the content window.

4.2.2. Content presentation. The content is displayed
on an HTML browser at the clients, based on the
keyword-recognition data transferred from the server.
The sort of content is initially set at a parameter file at
the server, and is changed on the content window at
the clients to the other that the user prefers.

The content is presented at the layout formed by an
HTML format. The layout of the content in the content
window is set based on the position, orientation, and
size of the keyword card in the video-image window.
When the keyword cards shift, rotate, and zoom-in or
zoom-out, the content also shifts to the corresponding
position, rotates to the corresponding orientation, and
magnifies or reduces the corresponding size.

When the keyword-recognition data changes, a new
HTML file is created and reloaded on the HTML
browser. A page is renewed by recreating and
reloading the new file when receiving the different
recognition data. The change of the layout is controlled
smoothly without renewing the page by using
Javascript functions.

4.2.3. Keyword card and word list. A square frame is
used as an identification marker to detect the position
of a keyword card. A keyword is printed in a
rectangular frame and handwritten in a frame
composed of grids, as shown in Figure 5 (a) and (b),
respectively. It is required to define the grid layout as a
character field beforehand for handwritten character
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recognition. The prototype system gives the frame
seven grids placed in horizontal where each grid has
the aspect ratio of 2.5 to 2.

(a) Rectangular frame of the printed keyword card

rEESIEEE

(b) Grid layout of the handwritten keyword card
Figure 5: Two kinds of frames for keyword cards.

A word list is used as assistant to reliable character
recognition, as described in the previous section. The
word list is also used for language translation instead
of a machine-translation engine. It works as a kind of
database to designate the multimedia content such as
images, 3D models, sounds as well as the translations
to the relevant information. We originally created the
word list based on daily conversations, which included
roughly 6,000 words in Japanese, English and Thai,
respectively.

5. Implementation

The prototype system was implemented on a
desktop PC with a 2.4-GHz Pentium IV processor for
both the image processing and content presentation
components for demonstration. A DV camera (DCR-
HC1000, Sony) was used to capture video images.

OCR middleware tools, Yonde!! KOKO (A. 1. Soft)
and Color OCR Library (Panasonic Solution
Technologies), were applied as the recognition engines
for printed and handwritten characters, respectively.
ARToolkit [18], a set of open-source libraries, was
used as the image-processing engine to detect the
square frames in which characters were printed or
handwritten, to derive the position, orientation, and
size from the frame shape, and to recognize the pre-
registered control commands.

Figure 6 shows screenshots of displaying the
content of the relevant information for the keyword
presentations; translations in (a), images in (b), and 3D
models in (c). The left and right screenshots indicate
examples of the printed and handwritten keyword
cards, respectively. Plug-in tools, Chime [19] and
Cortona [20] were implemented for viewing the
protein data from the Protein Data Bank and the
VRML data of the 3D animations, respectively.
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Figure 6: Example of the screenshots

6. Preliminary Experiment

The motivation for using the handheld keyword
cards was to facilitate presentations at outdoor
environments. Although the handheld cards would be
useful for a speaker, it is not known how the handheld
cards affect the comprehension of the audiences. We
then conducted a preliminary experiment to investigate
the properties of the keyword presentation styles,
comparing stationary keyword captions and handheld
keyword cards.

6.1. Method

The two presentation styles are compared in the
experimental lectures through videoconferencing.
Figure 7 shows an overview of each condition at the
experiment.

(a) Keyword caption (b) Handheld card

Figure 7: An overview of conditions at the experiment.

6.1.1. Participants. Twelve students (10 males and 2
females) participated in the experiment, forming four
groups in which three participants were included for
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each. They have had experience of a debate in class
but haven’t any videoconference.

6.1.2. Task. Participants were required to listen to
talks about the two topics: (1) Pandemic (bird flu) and
(2) BSE (mad cow disease). The talks on Pandemic
and BSE were given using the stationary keyword
captions and the handheld keyword cards, respectively.
Each topic was presented for roughly twenty minutes,
and was randomly selected at the first place.

6.1.3. Measurements. After the talks, the participants
answered the questions at a preference test, as listed in
Table 1. The questions mainly ask impressions at each
presentation style, and also try to measure the
difficulty of comprehension for each topic. Open-
ended comments were obtained as complementary
opinions. The appearance of the experiment was
recorded on a video.

Table 1: Questions at the preference test.

Z
o

Question item

The talk is intelligible.

It is easy to memorize the outline.

It is easy to follow the talk.

The talk is excursive.

The keyword helps comprehension of the talk.

You keep feeling tension.

You keep concentration.

R[N | N[N [—]"

You grasp the key points of the talk.

6.2. Results

Figure 8 shows the average score for each question
at the preference test. The white and black bars
indicate the stationary keyword captions and the
handheld keyword cards, respectively. The error bar is
the standard deviation.

Score

Question

Figure 8: Score results of the preference test
(white: keyword caption, black: handheld card).



There was no significant difference in the questions
1,2,4,5, 6, and 8, but there was significant difference
in the questions 3 and 7 (p<0.05). The style of
handheld keyword cards had better scores than that of
stationary keyword captions in both the questions 3
and 7 that asked traceability of the talk and durability
of concentration during the talk, respectively.

6.3. Discussion

We here discuss the reasons why the handheld
keyword cards were preferred to the stationary
keyword captions in the traceability of the talk and the
durability of concentration.

The major difference between the two styles is the
position movements of the keywords in the display.
The movements would attract visual attention to the
keywords, working as an appropriate cue that the
participants followed the talk at the handheld keyword
cards. Some participants stated, “I was not aware that
the keywords were changed at the stationary keyword
captions”, which means that just putting stationary
keyword captions may be insufficient as a cue for
attention awareness.

Another difference between the two styles is the
visual separation of the keywords from the speaker’s
face. The visual separation was fairly small in the
handheld keyword cards, which possibly allowed the
participants to see the speaker and the keywords
simultaneously. This may work toward keeping of eye
contact, resulting in the retainment of concentration.
Some participants stated, “I felt direct link between the
facial expressions and the keywords”.

7. Conclusion and Future Work

In this paper, we described a videoconference
support system using printed and handwritten
keywords, in which a presenter holds to show keyword
cards and the audiences at remote sites see the
additional information with the keywords. A
preliminary experiment was then performed to
investigate the properties of keyword presentation by
comparing the styles of stationary captions and
handheld cards. The results showed that the handheld-
card style was preferred to the stationary-caption style.

No demonstration was shown for distance lectures
between outdoors and indoors. We plan to make them
using our prototype system in practical situations, and
will evaluate handheld-card-based telecommunications
and usability of the system.
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Abstract

In multimedia content protection and management
systems, it is important to keep track of the operations
performed by the different actors involved in the value
chain, from content creators to final users. These
operations involve from the issuance of a specific
digital license that restricts the actions that can be
performed over a digital object, to the consumption of
resources at the end user side. The collection and
storage of reporting messages generated by the
different actors of the multimedia value chain, or even
by the system itself, can be used for tracking, statistics
and even accounting purposes. In order to enable
interoperability with other systems, it is important to
follow, when possible, standard initiatives. In this
paper, we are going to analyse the applicability of
MPEG-21 Event Reporting to see if is suitable to deal
with the requirements of a digital rights management
(DRM) architecture, the DMAG-MIPAMS system. We
will also briefly discuss if the standard specification is
sufficient to provide integrity, privacy and non-
repudiation for such reporting messages.

1. Introduction

Reporting Events in a multimedia content
distribution and consumption scenario is a key issue
because it enables a wide range of functionalities and
provides additional value to the system, something that
would not be possible without collecting and storing
the reporting messages used to describe the events. By
enabling Event Reporting functionality in a system, we
can track the performed operations, compute statistics
over them and even use them for accounting purposes
or to prosecute the illegal usage of contents.

In this paper we will analyse the applicability of the
Event Reporting [1] part of the MPEG-21 standard [2]
and discuss its implications.

With this aim, the paper is organised as follows.
First, we present some relevant parts of the MPEG-21
standard, to see how digital objects can be structured
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and to describe the standard definition of reporting
messages in the MPEG-21 context. Then, we describe a
distributed application environment where we need a
reporting system and explain how to tackle the
reporting messages structure from the MPEG-21
approach. After this, we analyse the deficiencies of the
MPEG-21 standard in this sense and present our
proposals. Next, we provide different usage scenarios
to illustrate which kind of information would the
reporting messages convey, depending on the
circumstances, and we determine whether the MPEG-
21 Event Reporting specification is suitable for the
selected environment. Finally, we discuss some
security aspects involving the reporting messages
generation and storage and we describe our
implementations in different contexts.

2. MPEG-21

The MPEG-21 standard [2] is divided into several
parts, which deal with different aspects of multimedia
information management. In the MPEG-21 context, the
information is structured in Digital Items, which are the
fundamental unit of distribution and transaction. Digital
Items are digital documents written in XML according
to a XML Schema [3]. A Digital Item is defined in [4]
as a structured digital object, including a standard
representation and identification, and metadata within
the MPEG-21 framework.

2.2. Event Reporting

Event Reporting [1] is required within the MPEG-
21 Multimedia Framework to provide a standardised
means for sharing information about Events amongst
Peers and Users. An Event, which can be defined as the
occurrence of a reportable activity, is related to Digital
Items and/or Peers that interact with them. In MPEG-
21, the messages that report information about different
aspects of media usage are called Event Reports.

Event Reporting could be useful when monitoring
the usage of copyrighted material. The provider



offering Digital Items for download would specify in
an Event Report Request that, whenever a Resource
within a Digital Item is rendered (e.g. played), he
would receive an Event Report enabling him to manage
his royalties. Upon rendering, the Peer would generate
an MPEG-21 Event Report which would be delivered
to the rights holder specified in an Event Report
Request, containing information about the Digital Item,
the Resource, and the conditions under which it would
have been rendered.

Fundamentally, = Event Reporting facilitates
interoperability between consumers and creators,
thereby enabling multimedia usage information to be
both requested and represented in a normalised way.
Examples where Event Reports may be requested
include usage reports, copyright reports, financial
reports and technical reports.

The basic model of Event Reporting indicates that
the Events that need to be reported may be specified by
interested parties through the use of an Event Report
Request (ERR). An ERR is used to define the
conditions under which an Event is deemed to have
occurred. Events defined by ERRs trigger the creation
of an associated Event Report (ER), which contains
information describing the Event, as specified in the
associated ERR.

The ER purpose is to indicate which Peer created it,
define the data items that need to be included in such
Event Reports, provide a reference to the originating
ERR and provide status information regarding its
completion and creation, along with a freeform
description.

Although the MPEG-21 standard specifies the ERR
format, it is worth noting that it is not normative that an
ER is only created as the result of the processing of an
ERR. This means that applications may create Event
Reports which are normative on their own initiative.

Event Reports contain three main Elements. They
are used to provide description of the Event Report, to
contain the Event Report’s payload and to optionally
contain an Embedded Event Report Request.

» erl:ERDescriptor

Figure 1. MPEG-21 Event Report

These three Elements, which are depicted in Figure
1 are, in more detail, the following:
* ERDescriptor: It contains information on whether the
Peer was able to compliantly generate the Event Report
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as well as information regarding the creation of the
Event Report, such as who has modified the ER, the
ER completion status, the recipient of the ER and the
source of the ER.

* ERData: It contains the “payload” data of the Event
Report, which describes the performed action or
operation, such as the peer that created the ER, the user
that was using the peer, the time when it was generated,
the operation performed by the user, metadata items
related to the Digital Item, domain-specific data, etc.

* EmbeddedERR: It contains an ERR that has been
included within and is associated with the ER.

Next, we are going to briefly describe the fields that
are standardized for ERDescriptor and ERData fields,
whereas in subsequent chapters we will see which are
the implications of its usage in a multimedia content
distribution and consumption environment.
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Figure 2. MPEG-21 Event Report Descriptor

3. Application Environment

In [5], we described an architecture to manage
multimedia information taking into account digital
rights management (DRM) and protection. The
architecture, called DMAG Multimedia Information
Protection and Management System (DMAG-
MIPAMS), whose name is after our group acronym
DMAG [6], consists of several modules or services,
where each of them provides a subset of the whole
system functionality needed for managing and
protecting multimedia content. DMAG-MIPAMS is a
service-oriented DRM platform and all its modules
have been devised to be implemented using the web
services approach, which provides flexibility and
enables an easy deployment of the modules in a
distributed  environment, while  keeping the
functionality independent from the programming
language and enabling interoperability.

All the modules provide a standard WSDL [7]
description of the services they provide, enabling other



authenticated components to use its services. The
communication between modules is performed by
means of SOAP messages [8].

DMAG-MIPAMS encompasses an important part of
the whole content value chain, from content creation
and distribution to its consumption by final users. The
DMAG-MIPAMS architecture is depicted in Figure 5.

Next we are going to have a quick overview of its
main functionalities to understand how Event
Reporting can be used to satisfy the reporting
requirements of the architecture. The following list
briefly describes the modules of the architecture:

Content server. It provides the content that final
users may request. It enables users to browse/select
content, provides the content that final users may
request to user applications, encodes and adds metadata
to raw contents received from providers, and registers
the objects describing resources (metadata), which can
be stored independently from the resource itself.
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Figure 5. DMAG MIPAMS architecture.

Adaptation server. It performs the adaptation of
content and its associated metadata, depending on
transmission, storage and consumption constraints.

Protection server. It is responsible for protecting
the content or digital objects, which become protected
objects (for content server as well as for client
production tools), describing the protection tools used
to protect content and making the tools available for
download. It also generates and optionally stores
protection keys.

Governance server. The governance server
includes several functionalities: license generation,
license storage, authorisation and translation support.
The authorisation functionality consists on searching in
the license database for any license that authorises a
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user every time the user tries to perform an action over
a resource, in order to see if the user is granted to do
what he intends to do.

Certification server. It involves different
functionalities: Certification Authority (CA), user
registration, tool registration, authentication,
certification of users and tools by calling the CA and
verification of tools and devices.

Supervision server. It receives reporting messages
that include information about different aspects of
media usage or other events occurred in the system,
and it stores them for future access.

More in detail, the reports collected by Supervision
server are stored in a server database, available to be
accessed by specific applications to keep track of what
happens in the system by generating statistics and
traces, or even for accounting purposes.

Within the depicted architecture, all the generated
reporting messages are automatically created by the
involved application, and are not the result of a report
request, as explained in the MPEG-21 context. This
solution is fully MPEG-21 compatible and simplifies
the generation of this kind of reports.

In next section we explain the limitations of MPEG-
21 Event Reporting [1] for being applied in the
MIPAMS application environment and describe the
proposals we have made in order to overcome them.

4. Distributed Generation of Events

MPEG-21 Event Reporting standard specification
has defined the necessary mechanisms to identify the
peers that have created and/or modified an Event
Report. An Event Report can be generated by different
parties located in different places of a system, as for
example, on the client and server part. A typical
example is the case where an end user asks for
authorisation to a server. In this case, a possible
solution is that the client application generates an initial
Event Report where it states the action the user intends
to do. In this case, the Governance server, responsible
for the authorisation of the requested operation may
modify the received client Event Report to add some
information that can be determined only after the
authorisation, as the authorisation result and/or the
license identifier used to get that result.

For this purpose, the Modification element of the
MPEG-21 Event Reports, which maintains the history
of modifications of the ER, has been defined. This
element consists of the Peerld, Userld, Time and
Description elements. The Peerld element identifies the
Peer that has created or modified the ER; the Userld
element identifies the User that has created or modified



the ER; the Time element specifies the date and time at
which the ER was created of modified; and the
Description element is a free form field to provide
additional information. On the other hand, the reported
information is a placeholder for inclusion of the
reported data into an ER.

Therefore, in an Event Report, as defined in [1], we
can specify the Peers that have created and modified
the ER by means of different Modification elements,
but we can not specify the fields or the data that each
Peer has reported or modified in a structured way.

In this sense, we made a contribution to MPEG-21
ER, where we proposed three different solutions [9] to
allow the specification of the data that each Peer has
reported. Those three different solutions were
evaluated at the 80th MPEG-21 meeting and one of
them was selected for producing a corrigendum [10] of
the MPEG-21 ER part, for which one of the authors is
the co-editor.

The selected proposal consists on enabling the use
of more than one ERData in an ER. In this way, it is
possible to associate the Modification information, as
the Peer or User that has created or modified the ER,
with the specific data that this Peer or User has
reported. For this purpose, we have defined the idData
attribute for the ERData element to uniquely identify
this element in an ER; and the idRefData attribute for
the Modification element to reference to the data that a
Peer or User has reported. Moreover, an important
aspect of our solution is that it enables Users and Peers
to digitally sign the specific data they report.

In next section we describe how the reporting
messages can be protected to ensure confidentiality,
integrity and non repudiation, while in section 5 we
provide an example of Event Report which has been
generated by different parties and digitally signed by
each of them.

5. Protection of Events

An important issue when notifying events in Digital
Rights Management systems is to ensure the integrity
and authenticity of both the requested and reported
data. On the other hand, in non-trusted systems it could
also be necessary to protect fully or partially the data.

MPEG-21 Event Reporting standard specification
[1] in its current version does not provide a way to
ensure integrity and authenticity neither to Event
Reports nor to the Event Report Requests. Moreover,
the standard does not specify any mechanisms to
encrypt partially or totally the requested and reported
data although, initially, security requirements were
defined for MPEG-21 Event Reporting. The security
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requirements for protecting data fields for ERs and
ERRs and ensuring their integrity, authentication and
confidentiality were defined in the MPEG-21 Event
Reporting requirements document [11].

In [12] the authors propose a solution that was
contributed to MPEG-21, which has been adopted to
produce the Event Report in Figure 7.

6. Usage Scenarios
6.1. Content Consumption

The content consumption scenario refers to the case
where an end user performs an action over an object
that is governed, that is, which includes a digital license
expressing the rights and conditions of usage of the
related content.

A typical content consumption scenario could
involve a user that wants to play a song or watch a
movie. This action attempt would be done by using a
user-side tool which includes a trusted module or
intermediary. The trusted module could be an integral
part of the tool or otherwise a plug-in for an already
existing tool, which enables the consumption of digital
objects that use the specific content and protection
format of the system.
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Figure 6. Content Consumption sequence diagram

The sequence diagram would be as depicted in
Figure 6. In step 12 an event report is automatically
generated and sent to the Supervisor Server, which
collects and stores it in a specific database. The event



report contents for this particular case would be the
following:

ERDescriptor. The status field will be false before
the operation is authorized in the Governance Server
and true after the same server fills the Licenseld field.

ERData. DIOperation field will be filled with the
action the user has performed over the content (e.g.
“play”), whereas LicenselD field will contain the end
User License identifier used to authorise the user to
perform the requested operation.

Figure 7 shows a typical ER created during content
consumption, which includes the User and the
Governance server signatures, which could be used to
prove that the ER was not modified after its generation
and also to prove identity of each of the parties that
have modified it.

<?xml version="1.0" encoding="UTF-8"?>

<ER xmlins="urn:mpeg:mpeg21:2005:01-ERL-NS" xmlns:mpeg7="..."
xmlns:dsig="..." xmlns:xsi="..." xsi:schemaLocation="...">
<ERDescriptor>

<!-- Recipient Identification: Supervision server ID -->
<Recipient><Peerld>urn:mipams:SID:114e28ba-...</Peerld></Recipient>
<Status value="true"/>
<Modification idDataRef="D001">
<!-- End User modification-->
<Peerld>urn:mipams:TID:4bla0c2-.../Peerld>
<Userld>urn:mipams:UID:3nkr14jg-...</Userld>
<Time>2006-11-20T12:22:30</Time>
<Description>Peerld, Userld, DII, DIOperation, Location ...
</Description>
</Modification>
<Modification idDataRef="D002">
<!-- Governance server modification-->
<Peerld>urn:mipams:GID:1jvrt5ba-...</Peerld>
<Userld>urn:mipams:UID:3nkdsfjg-2idfs9-...</Userld>
<Time>2006-11-20T12:22:32</Time>
<Description>License]D</Description>
</Modification>
<!-- Source of the ER: User Tool Identifier -->
<ERSource>
<OtherSource>urn:mipams:TID:4bla0c2-ce3q-...</OtherSource>
</ERSource>
</ERDescriptor>
<ERData idData="D001">
<!-- Who, where and when-->
<Peerld>urn:mipams:TID:4bla0c2-ce3q-...</Peerld>
<Userld>urn:mipams:UID:3nkr14jg-2ih9-...</Userld>
<Time>2006-11-20T12:22:30</Time>
<Location><mpeg7:Region>es</mpeg7:Region></Location>
<!-- Involved Object, Operation and others-->
<DII>urn:mipams:OBJ:8b4fkt5a-2hq4-1gnm-8a2f-r9gnj157i8{b</DII>
<DIOperation>REL:mx:Play</DIOperation>
<ReportedDomainData>
<Name>urn:mipams:DOM:19h6k2ba-...</Name>
<ToolFingerprint>FhRuD1iGkUbej0fwBzT92Q==</ToolFingerprint>
</ReportedDomainData>
<ReportedDIMetadata>
<CollectingSocietyld>urn:mipams:CSID:...</CollectingSocietyld>
<Creatorld>urn:mipams:CID:6d4e28ga-2fai-...</Creatorld>
<WorkId>urn:mipams:WID:8j4e2fca-...</WorkId>
<Distributorld>urn:mipams:DID:...</Distributorld>
</ReportedDIMetadata>
<!-- User Digital Signature-->
<dsig:Signature>
<dsig:SignedInfo>
<dsig:CanonicalizationMethod Algorithm="..."/>
<dsig:SignatureMethod Algorithm="..."/>
<dsig:Reference>
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<dsig:Transforms>
<dsig:Transform Algorithm="urn:mpeg:mpeg21:2007:01-ER-
erTransform"/>
<dsig:Transform Algorithm="urn:uddi-org:schemaCentricC14N:
2002-07-10"/>
</dsig:Transforms>
<dsig:DigestMethod Algorithm="..."/>
<!-- ER Digest -->
<dsig:DigestValue>...idy39gfcDFgov7H=</dsig:DigestValue>
</dsig:Reference>
</dsig:SignedInfo>
<dsig:SignatureValue>...91hII11btclcmo8M=</dsig:Signature Value>
<dsig:KeyInfo>
<dsig:KeyValue>
<dsig:RSAKeyValue>
<dsig:Modulus>0xR91ZdUEFOThO4w==</dsig:Modulus>
<dsig:Exponent>AQABAA==</dsig:Exponent>
</dsig:RSAKeyValue></dsig:KeyValue>
</dsig:KeyInfo>
</dsig:Signature>
</ERData>
<ERData idData="D002">
<ReportedDomainData>
<!-- End User license identifier used in the authorisation -->
<Licenseld>urn:mipams:LID:2c4eg8sa-...</Licenseld>
<!—Auth. success: TRUE = authorised; FALSE = not authorised -->
<AuthorisationSuccess>TRUE</AuthorisationSuccess>
</ReportedDomainData >
<!-- Governance server digital signature-->
<dsig:Signature>
<dsig:SignedInfo>
<dsig:CanonicalizationMethod Algorithm="..."/>
<dsig:SignatureMethod Algorithm="..."/>
<dsig:Reference>
<dsig:Transforms>
<dsig:Transform Algorithm="urn:mpeg:mpeg21:2007:01-ER-..."/>
<dsig:Transform Algorithm="urn:uddi-org:schemaCentricCl..."/>
</dsig:Transforms>
<dsig:DigestMethod Algorithm="..."/>
<!-- ER Digest -->
<dsig:DigestValue>Q6bNcmGachtoi3z65gcfFDsafo X=
</dsig:DigestValue>
</dsig:Reference>
</dsig:SignedInfo>
<dsig:SignatureValue>pRjOrxmx1 1 E1ThIIA1btclcmo81=
</dsig:SignatureValue>
<dsig:KeyInfo>
<dsig:KeyValue>
<dsig:RSAKeyValue>
<dsig:Modulus>0xQ8IXdARFOThO4w==</dsig:Modulus>
<dsig:Exponent>AQEBCC==</dsig:Exponent>
</dsig:RSAKeyValue></dsig:KeyValue>
</dsig:KeyInfo>
</dsig:Signature></ERData></ER>

Figure 7. ER Contents in Content Consumption scenario

6.2. End User License Generation

The end user license generation scenario refers to
the case where a content distributor wants to create a
license for an end user. An end user license grants an
end user to consume a particular content according to
some conditions. In order to be able create this kind of
licenses, distributors need to have a distribution license
that grants them to issue end user licenses.

A typical distribution license creation scenario
could involve a content distributor that wants to sell a
song to an end user. After verifying the license




production tool, an authorisation would be performed
on Governance server to determine if the user who
requests the license is authorised by a distribution
license to do so. If the authorisation is successful, the
license is generated and a report is generated and sent
to Supervision server. The Event Report content for
this particular case would have the following features:

ERData. In this scenario DII, Creatorld, Workld
and Distributorld fields cannot be determined, as we
are dealing only with licenses and not with Digital
Items or Digital Objects. On the one hand, the
DIOperation field will always be set to “issue”, as this
is the operation that is being performed. The
corresponding Licenseld will refer to the distribution
license that grants the requesting user to issue the end
user license, whereas the CollectingSocietyld will be
that of the Collecting Society involved in the license
issuance process.

6.3. Other scenarios

As we have explained, the DMAG-MIPAMS
architecture enables the certification of the user tools
used in the client side in order to be able to work in the
system, as well as their verification to ensure that they
are still trusted during their whole life operation.

To keep track of successful and unsuccessful
certifications and verifications of tools, reporting
messages are also used.

User Trusted Certification Supervisor
Tool Module Server Server
? 1 ! :
A 1 L .
1. certify
N )
2. certify
3. certify
4. verify

5. generate certificate
|1

7. store report

9. certficate, activation co&

> 10. activate tool

11. notify user

[
12. notify user
e,,

Figure 8. Tool Certification sequence diagram

The sequence diagram for the verification scenario
is included in previous section (see step 5 in Figure 6).
Regarding the tool certification case, the diagram

6. generate activation code
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would be as depicted in Figure 8. The Event Report
content for this particular case would have the
following features:

ERData. Regarding the DIOperation field, it will be
set to something like “certification OK”, “certification
NOK”, “verification OK” or “verification NOK”, as
this is the operation that is being performed. For the
unsuccessful cases, an additional field could be then
added to describe the reasons why the certification or
verification of the tool failed.

7. Implementation

Some of the mentioned reporting mechanisms have
been implemented in the context of the AXMEDIS
project [13]. AXMEDIS (Automating Production of
Cross Media Content for Multi-channel Distribution) is
an FP6 IST integrated project co-funded by the
European Commission. It started in September 2004
and is planned for 4 years.

The AXMEDIS project has defined and
implemented an architecture that enables the creation,
distribution and consumption of multimedia protected
objects which are governed by DRM licenses. The
AXMEDIS architecture has several common points
with the MIPAMS architecture. It is also service-
oriented and includes a client and server part. More
details about its implementation can be found in [5].

Within the AXMEDIS architecture, the Event
Reporting functionality is provided by the so-called
Action Logs. Action Logs are the reporting messages
that convey the information regarding content usage
and other events in the AXMEDIS system, but
customised with its particular names. Current
implementation includes a reporting functionality
provided as a call to a secure web service, with both
client and server authentication, responsible for the
collection of such reports. The service parameter
consists of a data structure that includes each of the
report fields, which are received inside a SOAP
message. The report information is stored into a
structured relational database used for accounting as
well as for wusage statistics purposes. Current
implementation does not consider the signature or
protection of Event Reports, as this was something not
devised in the initial composition of the Event
Reporting part of the MPEG-21 standard and because
AXMEDIS is a trusted environment. However, as this
is a desirable functionality, it is something that is being
considered to be added to the architecture.

The AXMEDIS project has already developed
several demonstrators for different delivery channels
(PC  distribution, satellite  distribution, mobile



distribution), which are being publicly presented and
which have been very useful to validate the operation
of the proposed modular architecture as well as the
reporting functionalities within the framework. Specific
events are organised periodically to make a public
performance and present the AXMEDIS technologies.

On the other hand, we have developed an API and a
demonstration software application devised to provide
some of the security features we have described in this
paper. The software consists of a java application with
a friendly GUI. The application enables the user to load
an existing Event Report and secure it in different
manners. The first option is the ER signature, which
can be performed over the full ER or only over the
ERData part of the ER. The second available option is
the ER encryption, whose result can be selected to be
compatible with MPEG-21 IPMP or with XML
Encryption recommendation [14]. The private key used
to sign the ER is extracted from an external keystore,
which can be provided by the user. The symmetric key
used to encrypt the ER is randomly generated and
protected with the public key extracted from the
keystore. The next step will be to extend the software
to enable the signature of ERs that have been generated
in a distributed manner and need the signatures of each
of the involved parties.

This software, which has been developed in the
context of VISNET-II Network of Excellence [15] has
been contributed to the 81st MPEG-21 meeting [16].

8. Conclusions

In this paper we have described how we can apply
the MPEG-21 Event Reporting format to fulfil the
reporting requirements of a multimedia information
protection and management system. We have analysed
which will be the content conveyed in such reporting
messages in different scenarios, such as content
consumption, license generation and other particular
operations that are related with the system operation.

Up to this point, we have determined that the
MPEG-21 Event Reporting standard specification is
suitable up to a certain point to be used for those
purposes, as we have shown that it is not devised to
enable protection mechanisms. In this sense, we have
provided a solution which was presented to the MPEG-
21 standard.

Finally, we have introduced the AXMEDIS project,
where an implementation of a part of the reporting
functionalities has been developed, but where the
authenticity, integrity and encryption functionalities
would be desirable. We have also described the Event
Reporting software we have developed and which has
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been contributed to the 81st MPEG-21 meeting [16].
The next steps to be tackled refer to implementation of
the security measures in a distributed environment, as
we have proposed in this paper.

Acknowledgements. This work has been partly
supported by the Spanish administration (DRM-MM
project, TSI 2005-05277) and is being developed
within AXMEDIS [6], a European Integrated Project
funded under the European Commission IST FP6
program, and VISNET-II [24], a European Network of
Excellence in the same program.

9. REFERENCES

ISO/IEC 21000-15:2006 — Event Reporting.

MPEG 21, http://www.chiariglione.org/mpeg/standards/
mpeg-21/mpeg-21.htm.

W3C XML Schema, http://www.w3.org/XML/Schema.
ISO/IEC 21000-2:2005 — Digital Item Declaration.
Torres, V., Delgado, J., Llorente, S. An implementation
of a trusted and secure DRM architecture. In On the
Move to Meaningful Internet Systems 2006: OTM 2006
Workshops (IS'06) (Montpellier, France, Oct. 30 — Nov.
1, 2006). LNCS 4277. Springer-Verlag, Berlin
Heidelberg New York, 2006, 312-321.

Distributed Multimedia Applications Group (DMAG),
http://dmag.upf.edu, http://research.ac.upc.edu/dmag
W3C Web Services Description Language (WSDL) 1.1,
http://www.w3.org/TR/wsdl/.

W3C Simple Object Access Protocol (SOAP) 1.1,
http://www.w3.org/TR/soap/.

Rodriguez, E., Delgado, J., Torres, V. Some issues on
the generation and modification of Event Reports in the

MPEG-21 Event Reporting. ISO/IEC
JTC1/SC29/WG11 MPEG2007/M14508. 2007.
[10] Timmerer, C., Delgado, J. ISO/IEC 21000-

15:2006/DCOR 1 MPEG-21 Event Reporting. ISO/IEC
JTC1/SC29/WG11 MPEG2007/N9118. 2007.

[11] Requirements for Event  Reporting.
JTC1/SC29/WG11 MPEG2003/N6279. 2003.

[12] Rodriguez, E., Llorente, S., Delgado, J. Protecting
Notification of Events in Multimedia Systems. In
Proceedings of the 4th International Workshop on
Security in Information Systems (WOSIS 2006)
(Paphos, Cyprus, May 23-24, 2006). Insticc Press,
2006, 153-162.

[13] Automatic Production of Cross Media Content for
Multichannel Distribution (AXMEDIS), IST 2004
511299, http://www.axmedis.org.

[14] XML Encryption, http://www.w3.org/TR/2002/REC-
xmlenc-core-20021210/

[15] NETworked audioVISual media technologies (VISNET
1I), FP6-2005-IST-41, http://www.visnet-noe.org/.

[16] Rodriguez, E., Delgado, J., Sesmero, J. Software
Implementation of Security in Event Reporting.
ISO/IEC JTC1/SC29/WG11MPEG2005/M14623. 2007.

ISO/IEC



Distributed Interactive Multimedia for Technology-Enhanced Learning and
Automated Content Production and Distribution

Bee Ong,' Kia Ng' and Pierfrancesco Bellini®
" ICSRiM — University of Leeds, School of Computing & School of Music, Leeds LS2 9JT, UK
kia@icsrim.org.uk, www.kcng.org, www.icsrim.org.uk

2 DISIT-DSI — University of Florence, Via S. Marta 3, 50139 Firenze, Italy
pbellini@dsi.unifi.it, www.disit.dsi.unifi.it

Abstract

This paper brings together two major collaborative
European projects involving several main themes of
this special track of the conference, namely distributed
multimedia systems, tools and systems for e-education
and e-entertainment, and distribution methods and
solutions for complex multimedia content. It briefly
introduces the projects involves and provide a number
of example results and application scenarios on the
applications of distributed. The AXMEDIS project
develops a framework and tools for automated cross-
media  content  production and  multi-channel
distribution, and the I-MAESTRO project focuses on
technology-enhanced  learning  for music  with
interactive multimedia and cooperative working
environments.

1. Introduction

Digital media content related activities, e.g.
digitisation, creation, production, distribution and
many more, have major impacts to our daily life at all
levels; works, education, infotainment, heritage
preservation and others [3]. Increasingly, our
requirements and applications of digital media content
demand for amalgamations of many different medias
that are interlinked and correlated in a form of
multimodal representations and analysis to enable a
further level of understanding and new possibilities
and new applications.

This paper presents two multi-national collaborative
projects that are partly supported by the EC under the
6" Framework Programme (FP6):

o AXMEDIS (www.axmedis.org) [1-2, 4, 6-7, 9]

and

e [-MAESTRO (www.i-maestro.org) [5, 8, 10-

11],
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to bring together a number of important themes of this
special track focusing on distributed multimedia
systems and applications.

1.1. AXMEDIS EC IST Project

The AXMEDIS project (Automating Production of
Cross Media Content for Multi-channel Distribution)
creates the AXMEDIS framework which brings
together innovative methods and tools to speed up and
optimise content production and distribution, for
leisure, entertainment and digital content valorisation
and exploitation.

The AXMEDIS format can include any other digital
formats [1]; it can exploit and enhance other formats
such as MPEG-4, MPEG-7, MPEG-21, as well as
other de facto standards. The AXMEDIS format offers
the functionality for the combination of content
components, and secure distribution, etc., supporting a
large variety of DRM rules and models according to
concepts of interoperability among DRM models.

1.2. -MAESTRO EC IST Project

The I-MAESTRO [11] is a research and
development project co- supported by the EC under the
IST 6™ Framework Programme. The I-MAESTRO
project develops and utilises interactive multimedia
environments  for  technology-enhanced  music
education. The project explores novel solutions for
music training in both theory and performance.

Music performance is not simply playing the right
note at the right time. The -MAESTRO project studies
and explores many aspects of music making in order to
produce methods and tools for music education with
innovative pedagogical paradigms, taking into account
key factors such as expressivity, interactivity, gesture



controllability ~ and

participants.
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2. AXMEDIS Framework and Tools

The AXMEDIS framework can be dichotomized
into two main areas: the Production area, also referred
to as AXMEDIS Factory, and the Distribution area
(see Figure 1).

The AXMEDIS Factory [1] is responsible for the
whole spectrum of content production such as Content
Processing, Database, Editors and Viewers, and many
other tools and functionalities. The production of
AXMEDIS objects and content components is in
connection with the AXMEDIS P2P tool (AXEPTool)
for B2B distribution that supports DRM with a
certification authority (AXMEDIS Certifier and
Supervisor).

The Distribution area includes the distributors who
deliver digital contents via different channels (e.g.
internet, mobile, and satellite), the AXMEDIS P2P tool
(AXEPTool) for B2B distribution, the AXMEDIS
Players for end users, and so on. Both the production
and the distribution areas are connected to the
Protection and Supervising Tools that support digital
rights management.

In AXMEDIS, the channel distributors can continue
to use the same mechanisms for reaching the final
users. In AXMEDIS, the content is distributed at B2B
level by using the P2P tool (AXEPTool). Each

AXMEDIS Factory

AXMEDIS Factory Tools

AXMEDIS object may contain a single or a collection
of digital resources to be delivered or shared, such as
MPEG-4, MPEG formats, PDF, HTML, SVG, images,
documents, videos, etc. This content can be adapted by
using AXMEDIS compliant tools to reach some
specific editorial formats and to satisfy the needs of the
end user device and channel.

2.2. Summary

The AXMEDIS framework is capable of supporting
data collection and translation from accessible CMSs,
and automatically transforms legacy digital content
into AXMEDIS objects. The framework consists of a
wide range of processing modules for the production
of the cross-media contents with the functionalities to
preserve the security level along the whole value
chain.

The AXMEDIS solution is mainly based on MPEG-
21 model. It aims to stimulate the applications and
exploitations of the new features by creating many
AXMEDIS compliant tools and solutions and to allow
these core aspects and solutions accessible in the form
of an integrated AXMEDIS Framework.

AXMEDIS technologies is easily accessible
offering a higher level of integrative capability with
other industrial and standard allowing their

exploitation in different production and distribution
chains.

include: Content Managemnet
Systans, Crawlers,
AXMEDIS Accounting,
AXMEDIS Editors, etc

Adaptation

AXMEDIS Content
Processing (AXCP)

Engines and Scheduler
GRIDs
4
| y’%ﬁ‘*&
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!

Protection and Supervising tools
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Figure 1. An overview of the AXMEDIS framework and tools
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3. I-MAESTRO Framework and Tools

A framework such as I-MAESTRO can assist
teachers in following the progress of each student and
in evaluating their achievements with the support of
innovative methods. Using the -MAESTRO tools, the
teachers will be able to create training material
corresponding to the level of a student or of a group of
students in a simple way, thus helping to personalise
the tuition and supporting student's progress
monitoring. In this context, -MAESTRO provides for
the creation of an almost continuous interaction
between students and teachers, improving teaching
continuity. The I-MAESTRO general architecture
includes:

e [-MAESTRO School Server: an area for Lesson
distribution, pedagogical material, history of
students, training material, tools for the teachers,
historical data collection and navigation, music
school training management for the different
scenarios.

e I[-MAESTRO Client Tools: all I-MAESTRO
Client Tools have a similar structure. Several
different Client Tools will be studied and
developed for students, teachers, conductors,
impaired students, assessment experts, etc. They
will support different devices: PC, Tablet and
simpler PDA tools for sharing information and
Lessons.

e [-MAESTRO Production Tools: for content
production and organisation, include different
tools like a Music Exercise Authoring Tool,
Music Exercise Generators, etc.

e [-MAESTRO P2P & Cooperative Work Support:
for sharing content, supporting the cooperative
work in classroom and among students,
stimulating collaboration and  common
experiences and setting up of groups of study,
practice or theory training, ensemble training and
playing, etc.

3.1. An I-MAESTRO Multimodal Tool for
Gesture Support

This section presents one of the I-MAESTRO
multimodal tools which focus on playing gesture
support with interactive multimedia technologies
involving 3D motion capture, audio, video,
visualization and sonification.

Musicians often use mirrors to study themselves
practicing. More recently we have seen the increased
use of video recording in music education as a practice
and teaching tool. For the purpose of analysing a

performance these tools are not ideal since they offer a
limited 2D perspective view of the performance.

Nl Kii=]
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Figure 2: The i-Maestro 3D Augmented Mirror.

Using 3D Motion capture technology it is possible
to overcome this limitation by visualising the
instrument and the performer in a 3D environment.
Visualisation such as this can serve as a “3D
Augmented Mirror” (AMIR) [8, 10-11] to help
students improve their technique and develop self
awareness. It assists teachers to identify and explain
problems to students (see Figure 2).

By analysing and processing 3D motion capture
data it is possible to obtain comprehensive information
about a performance. For example, in the case of a
string player, we can analyse the different
characteristics of bow movements and the relationships
between the bow, the instrument and the body. This
information can be extremely useful for both student
and teacher. It can be used in real time to provide
instantaneous feedback about the performance and
may also be used to make recordings for in-depth
study after the performance has taken place.

3.2. Summary and Next Steps

This section discussed the I-MAESTRO project.
With a general overview of the -'MAESTRO project
and framework, we introduced one of the gesture-
based analysis tools, to facilitate string instrument
learning and teaching.

The outcomes of the project are being validated
through a set of tools and methodologies including (i)
tools and methods for music courseware production;
(i1) interactive and creative tools for instrumental
training in different environments such as classrooms
and cooperative work, on different devices such as PC



and Tablet-PC; and (iii) assessment and pedagogical
models for music training.

4. Conclusions

In this paper, we have discussed the AXMEDIS
framework designed to address key challenges of the
digital domain, in the cross-media market, and the I-
MAESTRO framework with one of the interactive
multimedia tools which ultilised interactive multimedia
technologies for learning and teaching for music.

This year, both the AXMEDIS and I-MAESTRO
projects are reaching their completion year. Currently
both the projects are actively working on validations to
further improve and optimise their framework and
tools and exploring potential exploitation activities for
a set of products and services.

It is foreseeable that both these distributed
multimedia projects can be developed further with
common areas in content packaging, protection and
distribution, both in term of automated processing,
transcoding and also intelligent media evolutions,
automated repurposing, and automated adaptations.

Latest developments and information about the
projects, including upcoming events and activities, can
be found online at the project website at
www.axmedis.org for the AXMEDIS project and
www.i-maestro.org for the -MAESTRO project.
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Abstract

The requests of efficient solutions for sharing and
distributing digital content are constantly increasing.
In this paper, a performance evaluation and analysis
of a BitTorrent tracker are presented. The analysis has
been performed by using a BitTorrent protocol and
architecture developed for content sharing among
business actors and consumers. The solution improved
the BitTorrent technology obtaining a system with high
efficiency, scalability and fault tolerance useful to
serve P2P requests, and that can be used to implement
a large set of different strategies of content
distribution. The work has been developed for the
AXMEDIS Integrated Project IST FP6 (Automating
Production of Cross Media Content for Multi-channel
Distribution) of the European Commission.

1. Introduction

The P2P-based content distribution is rapidly
increasing its diffusion. The success of P2P solutions
is mainly due to the efficiency in sharing files (see
Napster, Kazaa, Gnutella, Emule, etc.). P2P networks
can be centralized or decentralized.

Among the many P2P system solutions proposed,
the BitTorrent is one of the most efficient for content
download. For these reasons is the most attractive for
exchanging large files. The work presented in this
paper reports the method to perform the performance
analysis of a BitTorrent solution. The analysis reported
in this paper has been performed on the BitTorrent P2P
solution elaborated for AXMEDIS (Automating
Production of Cross Media Content for Multi-channel
Distribution) Integrated Project IST FP6 of the
European Commission (http://www.axmedis.org ) [1],
[2]. The AXMEDIS consortium consists of European
digital content producers, integrators, aggregators, and
distributors, together with information technology
companies and research groups. The AXMEDIS P2P is
a scalable, fault tolerant and fast BitTorrent based
solution for the distribution of cross media content,
MPEG-21 with DRM, and of any files. AXMEDIS
P2P integrates BitTorrent and GRID technologies to
obtain a solution that can be used for implementing a
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large set of different strategies for content distribution,
publishing, promoting, monitoring, etc.

The paper is organized as follows. Section 2 reports
the overview of AXMEDIS P2P network. In Section 3,
the performance analysis model used and the results
are reported. The analysis has permitted to identify the
limits of the AXTrack and of the clients tools used as
control nodes of the AXMEDIS P2P BitTorrent
network. Conclusions are drawn in section 4.

2. AXMEDIS P2P Architecture
The AXMEDIS P2P architecture is based on

BitTorrent protocol and can be used for setting up P2P

networks among Business and Consumers actors or for

a mix of them. The classical BitTorrent solutions do

not address a set of functional requirements which are

addressed by the AXMEDIS solution:

e integration of content protection support and
DRM, so that to control the distribution and
sharing of non certified content;

e querying/indexing of content on the basis of the
metadata and related object/file cataloguing and
querying;

e  control of the P2P network allowing:

e removal of content/files from the network,
removing them at least from the Tracker;

e notification of new files and thus controlled
seeding files among the network;

e automating the publishing and downloading
files by integration of the P2P network
facilities with the content production
facilities;

e monitoring activities and user behavior on Nodes
and on Tracker.

The AXMEDIS P2P solution is based on the following

elements, as depicted in Figure 1.

AXTrack: is a modified BitTorrent Tracker that

manages the AXMEDIS P2P network. Main features

are: tracking of BitTorrent files; catalog of tracked
files; creating statistics. In the global geographic
system, many AXTracks may provide services and
share each other information regarding nodes and
content files, so that to distribute the workload and
making it fault tolerant. Thanks to the AXTrack, the
AXMEDIS P2P clients (AXEPTool/AXMEDIA) are



able to know where they can retrieve the segments
constituting a file.
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Fig. 1 - AXMEDIS P2P Architecture
AXEPTool is a P2P BitTorrent Client Node suitable
for producers, distributors, integrators, etc. It accepts
automated requests of publishing, download,
monitoring, etc., from AXMEDIS GRID nodes in the
AXMEDIS Content Production/Distribution Factory
[3]. These facilities permit the P2P network
controllability. In addition, the AXEPTool accepts also
manual commands for publishing, downloading and
monitoring via a graphical user interface.

AXMEDIA is a P2P BitTorrent Client Node for final
users content sharing.

AXCP GRID is an instance of the GRID tools [3] to
automate publishing, downloading, monitoring and
control the P2P Network calling one or several the
AXEPTools via their Web Services.

AXQuery Support is a server on which the user and
the AXCP GRID may perform queries. Queries can be
in a complex format and include classification,
identification and legal aspects. Once a new content is
published on the network by a P2P Network node or
by an AXCP GRID, the metadata are passed to the
AXQuery Support.

3. Performance analysis of BitTorrent

In this section, a method for measuring the
performance of BitTorrent trackers and thus of a P2P
networks is presented. The main goal of the
performance assessment of P2P solutions is to identify
its limits in real conditions.

In this context, a BitTorrent P2P network is a set of
nodes working with a Tracker identified by its unique
URL. Behind the unique Tracker URL, a cluster of
servers can be arranged to share the workload. Some
P2P clients/nodes may refer to multiple trackers but
the capabilities of a BitTorrent P2P network depends
on the capabilities of the Tracker behind the unique
URL. In fact, the size (in terms of nodes, users and
files) and thus the costs of the BitTorrent P2P network
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depend on the specific implementation and capabilities
of the single Tracker server, and on the network
bandwidth. The work performed by the trackers
consists in responding to periodic requests coming
from each active file (called peer, using the standard
BitTorrent terminology it means to have a peer for
each open instance of a digital resource/file opened on
a client) on each client tool in the P2P network. The
tracker receives/provides from/to the P2P client
updated information about the swarm and the file
seeding status, and keeps overall statistics about the
torrent. Each client contacts the tracker with a GET
request through HTTP sendin a query string with some
parameters (info_hash, peer id, port, uploaded,
downloaded, left, event etc...). The information
provided to the clients (tracker request parameters)
consists of a dictionary with several key fields (failure
reason, warning message, interval, min interval,
tracker id, complete etc...). The tracker response to the
clients consists of text/plain document consisting of a
bencoded dictionary with several key fields (failure
reason, warning message, interval, tracker id, peers
etc...).

3.1 Performance Estimation Scenario

The performances reported in this paper have been
estimated by using: an AXTrack P2P tracker server,
HP Proliant ML310 G4, Linux Server, a set of
AXEPTool P2P clients, Intel® Pentium® D. The
publication and download of the tests performed were
automated using the AXCP Rules [3]. The AXCP Rule
Scheduler scheduled the processes executed by AXCP
nodes to create the P2P traffic, via the AXEPTools
control nodes of the P2P network. Each of them
managed in seeding and/or download some thousands
of files. The AXEPTool settings used to test the tracker
efficiency and performance include an announce time
of 60 s.

3.2 Maximum workload per AXTrack

The goal of this work was to stress the AXTrack to
find its current performance limits that may guarantee
the responsiveness with respect to download requests.
To this end, a specific BitTorrent network has been set
up and loaded for collecting statistical information
about its status in different conditions.

During the experiments, data were taken every 60 s, to
reduce at minimum the standard deviation of collected
results. All the tests were performed around stable
workload conditions in terms of peers on the network
and objects into the database, then 1 hour of data
collecting for each test around that point. During the
measures the maximum load reached by the AXTrack



machine was about 160000 peers. The AXTrack
catalogue was loaded with 19000 objects. The idea of
the performance analysis is to estimate the limit of a
single tracker to estimate the number of trackers
needed to set up large networks of millions of peers.

12000

AXTrack presented still a good responsiveness. In
Table 1, a summary of the main AXTrack system
values is presented; for each of them some statistical
indicators are provided (average, standard deviation,
median and confidence interval at 95%), demonstrating
the congruence and system stability. The average
memory consumption on the AXTrack machine was

10000 & about 966 MB.
8000 -+
— Field | average | std.dev. | median Con.95%
o r 6.2 12.1079 0 3.063688
4000 b 1.5833 0.90743 2 0.22961
2000 | swpd | 132 0 132 -
fiee 143691 5090.71 145644 1288.105
0 buff | 60589.3 132.872 60568 33.6208
40 80 120 160 cache | 3162157 | 4998.648 | 3160320 | 1264.809
kpeers (10"3 peers) in 1502.76 6427943 | 1495 16.2635
Fig. 2 — AXTrack context switches per second ) 10263.6 659.8095 10211 166.9518
us 21.95 1.731317 | 22 0.438076
o sy 5.36667 | 0485961 | 5 0.122963
o B idle 36.6667 3.559026 | 37 0.900541
e wait | 35.8667 3217888 | 35 0.814223
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Fig. 4 — AXTrack time spent waiting for I/0
With a limit of 160000, a network of 1,6 Millions of
peers can be reached with at a cluster of about 10
trackers. The scalability is not perfectly linear but the
models allow estimating the magnitude with a very
good approximation. According to the statistical
analysis, the tracker under observation reached its
limits at about 160000 since its CPU idle time (see
Fig.3) was close to the limits and the time spent in
waiting was rapidly growing (see Fig. 4), as the
number of context switches per second (see Fig 2).
Around 160 Kpeers, the AXMEDIS P2P network and
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Table 1 — AXTrack system values, 160000 peers

Where:

e 7, number of processes waiting for run time;

e b, number of processes in uninterruptible sleep;

e swpd, the amount of virtual memory used;

e free, the amount of idle memory;

e buff, the amount of memory used as buffers;

e  cache, the amount of memory used as cache;

e in, the number of interrupts per second, including

the clock;

cs, the number of context switches per second;

e us, the time spent running non-kernel code. (user
time, including nice time);

e sy, the time spent running kernel code. (system
time);

e idle, time spent idle;

®  wait, time spent waiting for 1/O;

After that point (e.g., at 180000 Peers) the values of

responsiveness of data collected were unacceptably

high and caused the AXTrack’s instability with a

variance (>15%). At 180000 peers the idle time was

under 25% with a standard deviation of about 20%.

3.4 Maximum workload per AXEPTool

During the experiments each AXEPTool client was
loaded with max 10000 objects. The average CPU load
was about 50% on a P4, with about 850 MB of RAM
used by the JVM. The AXEPTool responsiveness was
tested during the experiments, by putting a new object
in download, and thus measuring the corresponding
time to start the new transfer (see Fig.5).
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Fig. 5 — AXEPTool time to start a download (s)
The responsiveness of the AXTrack and the download
speed of the clients (see Fig.6) had no significant
changes in different conditions of the load. The time to
start at 180 Kpeer dramatically goes to values greater
than 1000 times leading the system to condition of no
service. For this reason, we decided to limit the
workload to 160 Kpeer that is about 10% under the
limit. Given the measured variance a more accurate
estimation of the workload limits have no sense.
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Fig. 6 — AXEPTool download speed (Mbyte/s)

On the basis of the above data, we can move some
tuning parameters. By increasing the announce time by
a factor of 3.125 would mean to reach a 500000 peers
limit. On the other hand, increasing too much the
timeout would mean a higher latency in updating the
BitTorrent swarm information. The largest BitTorrent
tracker (e.g., Piratebay) features about 8 Millions
peers, so a cluster of 16 servers would give to the
AXMEDIS P2P Network quite the same strength as
the most popular BitTorrent tracker.

3.5 Network performances

The average inbound traffic on the Ethernet interface
of the AXTrack was somehow limited at each sampled
point, varying from 1.52 Mbit/s to 2.89 Mbps. The
average outbound traffic was in the range 1.18-2.29
Mbps.
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4. Conclusions and future tasks

In this paper, a performance evaluation and
statistical analysis of BitTorrent solutions has been
described. The estimation model has been used to asses
the AXMEDIS P2P network and tracker: AXTrack.
The presented results demonstrate the AXTrack
efficiency, robustness and scalability, and also the
network controllability. On the basis of this analysis it
is possible to define the size of a cluster of AXTracks
on the basis of the P2P workload. AXMEDIS solution
has been obtained by improving the BitTorrent
protocol and tools, maintaining compatibility;
integrating the P2P networking with those of the
AXMEDIS Content Processing facilities, to allow
setting up a large range of strategies for content
distribution, seeding, publishing, promoting, etc. The
main benefits of the proposed solution and architecture
are scalability, content sharing control, efficient rules
scheduling, fast object publishing and dissemination,
and in general network controllability without
constraining the actors of the network.

The AXMEDIS P2P network has been set up since
the April 2007, and can be joined installing an
AXEPTool Node which can be freely downloaded
from http://www.axmedis.org.
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Abstract— Multimedia content distribution, whether on-
demand or scheduled, becomes complicated when
performed on a mass-scale involving various channels with
distinct and dynamic network characteristics, and a variety
of terminal devices offering a wide range of capabilities. It is
practically impossible and uneconomical to pre-package
various static versions of the same content to match all the
varying demand parameters of clients for various contexts.
In this paper we present a profile-based media adaptation
and transcoding approach for on-demand as well as
scheduled dynamically personalised media content delivery
integrated with the AXMEDIS Framework. The client
profiles comprise the representation of User, Terminal,
Network and Natural Environment of content delivery
based on MPEG-21:DIA. The framework described here is
based on Gecode [24], a Generic Constraint Development
Environment, along with complementing AXMEDIS
(www.axmedis.org) Content Processing Engine (AXCP)
adaptation rules. The framework is deployed for
distribution, by the AXMEDIS Programme and Publication
module, through various channels e.g. satellite and Internet,
to a range of client terminals e.g. desktops, kiosks, IPtv etc.

L INTRODUCTION

Personalisation in terms of exploration of the possibility
on the part of the service provider to make efforts for
achieving (ideally) absolute fulfillment of the customer or
user’s personal preferences is strongly related to customer
satisfaction of (e-)services. Recent advances in profiling
and personalisation techniques, e.g. as deployed in
collaborative filtering and recommender systems, have
contributed to the capability of online media distribution
systems to provide personalised digital contents to suit
various user’s needs each on an individualised basis.

Modern content providers have to retrieve, assemble
and deliver information from a variety of sources with
respect to specific user’s needs onto a variety of devices
[1]. Thus the user can request any content, in any format
across any distribution channel. In order to provide highly
personalised services, such a framework should have the
means of collecting and storing information about 1) the
user’s content-specific preferences, 2) the standard range
of capabilities of the user’s device on which the content
will be delivered, 3) the user’s customisation preferences
of the standard capabilities of the target user’s device, 4)
the characteristics of the data network and/or distribution
channel that will be used to deliver the content, 5) the
tools that are to be used to personalise the content etc.
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In this paper we address the issue of dynamic profile
management and its use in content adaptation for
personalised multimedia delivery within the AXMEDIS
Framework. The ontological engineering of the profiling
schemas and dynamic profile value selection and
resolution in AXMEDIS have been detailed in our
previous papers [15, 16]. Briefly, for each subset of the
profile we need to provide: the profiling “maintenance
overhead” for the on-demand, or other scenarios as
follow: 1) (Near) real-time (synchronous and
asynchronous, direct/indirect) means of collection of each
profile element value, 2) Storage of each profile element
value, 3) Access to / Dynamic update of each profile
element value, and 4) Dynamic Resolution of the profile
element value.

II.  ADAPTATION IN AXMEDIS

The AXMEDIS platform [5] supports cross-channel
distribution, including that involving Mobiles, Satellite,
Internet and kiosks, for distribution of content in both
push (e.g. multicast) and pull (on-demand) modes [9].
Hence the AXMEDIS Distribution channels must enable
dynamic access to, structuring, update, storage, and
integration of personal, device and delivery context profile
element values, using the AXMEDIS Content Processing
Engine (AXCP) [4]. Personalisation requirements can be
seen in practice to demand a capability for profiling
management, coupled with a requirement for dynamic
collection and evaluation of personal, default and closure
values of profile elements depending on the profile
element values availability - Profiling Resolution.

The seventh part of ISO/IEC 21000 (MPEG- 21) [5]
specifies tools for the adaptation of Digital Items. More
specifically, it proposes a set of normalised tools
describing the usage environment of a digital item to
command adaptation tools. According to such
precedence, AXMEDIS-compliant devices should support
content adaptation conformant with a number of MPEG-
21 usage environment tools. In order to fulfill these
dynamic media adaptation requirements, we have
envisaged the requirements for five different kinds of
profile elements derived from MPEG-21 DIA [5], which
when deployed in combination enable enhanced
personalised services. These profiles can be broadly
categorised as follows:

1. User Profiles: This profile type represents the salient
personal information about the user and his preferences,



e.g. presentation visual
impairment, etc.

2. Device Profiles: This profile represents the salient
information about the user’s device(s) including both
hardware and software specific information, e.g. codecs,

formats, 1/0, etc.

3. Network Profiles: This profile represents the salient
information about the distribution channel that the service
provider must use for the delivery of the content, e.g. QoS
related elements, bandwidth, error rate, security etc.

4. Context Profiles: This profile represents the salient
delivery context information about the user and his usage
environment.

5. Business User Profiles: This profile is the
Distributor’s or prosumer’s (producer-consumer) profile
to support B2B media transaction scenarios, e.g. licenses
acquired, etc. This paper focuses on the key profile types
i.e. the first three profiles as they are derived from
MPEG21-DIA. The elements for Context Profile are
covered in the Users Profile and Network Profile, while
the Business User Profile can be seen as subsume-able
within the User Profile in the generalised sense of the
Users as including all buyer/seller or “prosumers” of
digital media.

preferences, auditory or
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Figure 1: Constituents of Adaptation Engine (reproduced from

[18])

III. MEDIA SELECTION, BUNDLING, TRANSCODING &

DELIVERY

The requested content is transcoded based on the
information contained in the Device Profile and the
Network Profile. For Transcoding, the user’s device
specific information for processing the content has to be
considered, e.g. supported codecs, display resolution etc.
The transcoded content is adapted to match the play-
display quality capabilities of the actual target device and
its operational needs as expressed in the device profile.
Once the adaptation has been achieved the new content
can be sent to the end-user with the related usage license.
All adaptation should be able to use a managed mix of
cached and on-the-fly adaptation responsively depending
on the requirements for the particular device, the mix of
business models (offer types), and, distribution regimes
(on-demand, and/or multi-cast) that may be operating.
Finally the transcoded product is then dispatched to the
device using an appropriate channel distribution server.

A. Personalisation Resolution

We distinguish three personalisation related modalities
in terms of challenges and complexity for real-time
delivery:
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1. Recommendation Systems
2. Mass Personalisation Systems
3. High resolution individualised Personalisation

1) Recommendation Systems

Media Selection for personalised matchmaking requires
the delivery context information as available plus relevant
promotional offers, current media popularity charts etc.
For this we can deploy a collaborative filtering (CF), or
Recommender System (RS) based on social networks
profiling that derives recommendations using the
behaviour of a group of users, especially those that have
displayed similar tastes and interests in the past [10].

Most of the Recommender Systems to-date have
focused mainly on algorithms that drive the system and
not so much on the design issues from the user’s
perspective for example lack of disposable quality time
and attention for choice-making [11]. Such information as
group preferences can be used to modify the menu flow in
order to ensure that the user’s navigation and product
selection is more optimised. The Recommender can
promote content to the users and/or suggest a narrow
cross-section of content to accelerate navigation and
enhance choice making based on the client capabilities,
users’ history and that of other users from the same
interest groups. Hence the Recommender Systems that
are deployed by distributors should prioritise design
features that support accelerated navigation focused on
matchmaking between presently available content and
what the users need to purchase immediately; but also
allow users to explore and evolve their tastes for the future
[12].  User privacy has to be considered for some
mechanisms [13]. For more information on state-of-the-art
in CF and RS refer to [18, 19, 20]. For security-privacy
context resolution deploying virtualisation of user
transaction contexts so as to distinguish between the
different privacy and security concerns of the user relevant
to different transaction domains, the reader is referred to
the MobiPETS domain security-privacy contexts
virtualisation paradigm [17].

2) Mass Personalistaion Systems

This can be a more generalised deployment of
Recommender Systems whereby delivery of media and/or
services is adapted to whole social classes, regions, and
nationalities based on assumed shared preferences/values
e.g. linguistic, cultural, socio-economic grouping,
professional, gender, age, dietary etc, rather than only on
the basis of relatively narrow interests that characterise the
preferences of the members of some online social
networks.

3) High Resolution Individualised Personalistaion

The needs and preferences of a user that may arise from
the wuser’s context or environment, the technical
requirements of the user’s device, the tools available (e.g.,
assistive technologies), the user’s background, or a
disability in the traditional sense, need to be considered
while making decisions for matchmaking of media
delivery to the user and dynamic media adaptation for
individualised accessibility, in general. Such highly
individualised matchmaking has to rely heavily on the
delivery context information specified in the user, terminal
(device), network and natural environment profiles.

Thus individualised media selection and adaptation
follows the explicit needs and preferences of the particular
user. The profile processing Decision Engine adjusts the



user interface or configuration of the learning
environment, locates needed resources and adapts the
resources to match them to the needs and preferences of a
user. Optimal accessibility requires optimal transcoding
which in turn requires both the parameters of the source
data as well as the characteristics set out in the profiles of
the user and his/her natural environment, the network and
the user client device to which it is to be delivered. All
this must be know-able otherwise informed choice making
about media type and appropriate decision rules regarding
correct conversion (transcoding) for delivery to the client
will be impossible: 1) Relevant prototypical profiles (for
user’s media adaptation needs and preferences, client
device and network), 2) Target Media Resource
Parameters (information about resource e.g. size, font
etc.), 3) Target delivery-context-sensitive Adaptation
Guidelines, 4) Fully operational Transcoding plug-ins for
various media types e.g. audio, text, video etc., and 5)
Situational Delivery Context Over-rides (environmentally-
triggered exceptions).

In case of AXMEDIS, the Adaptation Engine takes as
input: an AXMEDIS object (constituent resources),
resource descriptions and constraints i.e. profile values.
The adaptation process performs necessary activities to
arrive at adapted constituent resources (collectively an
adapted AXMEDIS object) and the adapted resources
descriptions. The input sets and output sets of the DIA
Decision Engine can be further characterised as

X= f (resource descriptor values, UP, NP, DP).

Where UP is User Profile, NP is Network Profile, DP is
Device Profile and X is the target set of adaptation-
actionable (aa) sub-sets of the respective profile values; as

X= (aa-UP, aa-NP, aa-DP).

Essentially the adaptation decision making needs to
identify the intersection of all the relevant constraint sets
through identifying those elements of the UP, DP and NP
that have to be the decision driver, i.e. logically the
prevailing criterion in deciding the value of each aspect of
the way the content has to be rendered on the target
screen. This amounts to an attempt to find the intersection
of four sets namely Resource Description, UP, DP, NP
and presentation template (for compound SMIL objects)
as illustrated in figure 2.

IV. AXMEDIS MPEG-21 DIA PROFILE
MANAGEMENT

We consider the problem of extracting an adaptation
strategy from the client profiles for optimal and contextual
content adaptation in the AXMEDIS framework and
propose a technique to its automation. In a typical
scenario, we are presented with a digital resource which
must be adapted to a target AXMEDIS object that must
conform to a set of AXMEDIS profile specifications.
These specifications can be considered as constraints
guiding the adaptation process. Hence, the systematic
selection of a solution space of feasible adaptations is
amenable to the standard artificial intelligence technique
of constraint satisfaction [25, 26]. The problem can be cast
to a general Constraint Satisfaction Problem (CSP), which
provides us with generic tools to automate the discovery
of solution spaces.
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A. Constraint Modelling in AXMEDIS

The key step in transforming the AXMEDIS resource
adaptation problem to a form which can be fed to, and
automated by a CSP framework is the development of a
model of the AXMEDIS world as a constraint satisfaction
problem. The AXMEDIS object models and profiles are
specified as XML schemas which circumscribe the
variables X that are used within the AXMEDIS
framework. The domains D of these variables may also be
extracted from these schemas. So the first stage of the
analysis involves the selection from the XML schema
specifications, the relevant variables that will be needed
for our analyses as well as defining their domains of
definition. Once the modelling has been completed, rules
and constraints specifying relationship among the
identified variables can be specified. These can continue
to be added incrementally to the system as more
requirements arise and better heuristics are discovered.
These rules may also be removed to relax constraints.
Solution to the CSP problem is given as output that
describes sets of target/adapted resource valid for the
given AXMEDIS resource and profiles.

Resource Description

SMIL template

Resource = {ro, r, .....I} 1% Adaptation
upP = {X0,X1,,.....xn) Decision Pass at
DP ={Yo, ¥1.....¥m individual resource
NP ={z0,21,....... z1} level

\ 4

Template ={wo,w,.... Wn}
During this 2m pass it may be possible

to supply and determine additional 2™ Adaptation
formating related descriptor elements Decision Pass
for the new finalised resource > at SMIL level:
descriptor of the object which may template- ’
have been missing such template- hacad

derived elements in its original
resource descriptor for the object and
therefore left

\ 4

Figure 2: AXMEDIS DIA Engine Decision Making

J

AXMEDIS Transcoding Platform

B.

Suppose an uncropped image is to be displayed on
mobile phone screen with size 1 X w (measured in inches).
This device can display images at different resolutions r
taken from the set {rl,...,rn} in pixels per inch (assuming
that the horizontal and vertical resolutions are the same)
and supports several image formats such as JPEG, GIF,
BMP; and supports data connectivity modes over WIFI,
Satellite, GPRS. These information are gathered from the
AXMEDIS device profile. Furthermore, depending on the
network used, let us assume that the cost to this user varies
because the various network service providers charge

Hlustration



based on the available bandwidth and duration of data
transfer. Thus, a goal might be to minimise delivery time
and consumer cost for this service with minimal
compromise on image quality by choosing an optimal
network and image format combination. This may also
involve the selection of an image format with efficient
compression capability to minimise the size of the image
to be transferred across the network. All these are
constraints to the solution space, which must guide the
selection of an appropriate adaptation strategy.

1) Modelling the example

The necessary parameters to our constraint satisfaction
problem include the target screen dimensions (/ X w), the
resolution » in {r,...,r,} to use, the image format f in
{JPEG, BMP, GIF ..}, the network type n {WIFI,
Satellite, GPRS ...} supported by the target device, for
example. Let us assume that the file size (s) of the adapted
image needs to be calculated. For simplicity, we assume
that there is a constant, k; associated with each image
format f* describing the compression capability of that
format; that is, a factor which translates the number of
pixels to be encoded to a file size in that format. Hence,
we compute the file size of the image (under the format f)
as follows:

sp=1x wx 1% x ks

Since the network service providers charge by
download size and the duration of download, we need to
compute, in addition to the size of the image to be sent
over the network, the duration (d,) that it takes to send the
file over the network n. This, again for simplicity, we
assume is a linear function of the file size calculated as

dy=(d'y x s)/ by

where d’, is the network-related data transfer overheads
for sending file of size s over network » and b, is the
associated data-rate (that is, “bandwidth”) of the network.
The parameters d’, and b, are derived or extracted from
the profile of network. Finally, let us assume that the cost
¢, of transferring a file of size s within a duration of d,
over n is computed as

Cy=C'y X 8 X dy,
where ¢', is some pricing factor for the network 7.

TABLE L.
A SAMPLE MODEL AND ITS SOLUTION

typedef DIM[1:10]; 1, w : DIM;

bandwidth[1:10, 20:30]; size[1:50]; resolution[1:10];
data_rate[3:5, 20]; cost[100:500];

size =1* w * resolution * resolution * 1;

data_rate * bandwidth = 3 * size;

cost = 3*size*data_rate;

Solution:
No. ({l, w, bandw, size, resolution, cost, data rate})
1. {1,1,25,25,5,225,3}

{5,3,9,15,1,225,5}
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In this example, we are just interested in checking what
combination of parameters are possible, that is, the
solution to this system without any additional constraints.
As highlighted earlier, the goal might be to minimise or
maximise the parameters identified above for cost
efficiency or quality of service purposes. This could then
be added incrementally to the system as additional
constraints and is supported by our framework.

The script shown in Table 1 below is a model of the
example presented earlier where various constants have
been assigned values and domains have been defined and
assigned to the various model parameters. This illustrates
the flexibility of the framework and the declarative nature

_ AXOBJ UP DP NP
rc”---"C
| |r ——--1-
SLloSMIL
& /Temp UP DP NP
Main AXCP Gecode based
Adaptation 4__' AXMEDIS DIA Decision | ADTE
Rule Engine
Obj &(OID or URI; Temp UP DP NP
Process SMIL
AXMEDIS Object Adapter Script ; Resources

Partial new object with
adapted SMIL
resources

\AXOBJ
2"

Type-wise channeling of resources

Image/Aeo \m Text

Adapt Adapt Adapt Adapt

Repeated
ffor all
A

AXOBJ
Adapt

I‘TOU rces

BDAE

General

|

Adapted AXMEDIS Obiect |

Figure 3: AXMEDIS Adaptation rule at work

of the solution.

C. The AXMEDIS Constraint Solving Engine

We have developed a powerful constraint solving
system for decision-making in the AXMEDIS adaptation
process. This engine uses Gecode [24] internally for
solving constraints. The key aspect of this is a modelling
language, which we have developed for defining domains
and expressing constraints in the AXMEDIS system. The
key idea is that parameters in our adaptation strategy such
as user preferences, device profiles and possible target
adaptations of an AXMEDIS resource can be used in the
development of a model which is passed to the engine in a
fairly high-level language. This model is automatically
solved and the solutions, if any, form the basis of our
decision for a particular resource adaptation strategy.



The engine does semi-symbolic computation, based on
a model written in a very flexible and expressive
AXMEDIS modelling language to find the set of solutions
to an AXMEDIS constraint problem. The result is a
solution object which can be queried for possible solutions
to be used in the adaptation stage. This interface to the
engine can accept modelling data from arbitrary input
streams such as files, URLs and so on.

The AXMEDIS constraint solving engine performs
sub-symbolic analysis by using a model specification
written in a fairly high-level modelling language that we
have developed. This model is semantically analysed to
check whether it conforms to the grammar of the
AXMEDIS modelling language and the Gecode object
representations that are generated provide appropriate
expression for the problem to be consequently solved. The
AXMEDIS model Lexical and Grammar analysers are
based respectively on GNU Flex and Bison.

V. AXMEDIS MPEG-21 DIA ADAPTATION ENGINE

The media adaptation engine comprises of various
scripts, each with the assigned role of dealing with a
specific media type. They invoke the relevant transcoding
algorithms for adaptation of the AXMEDIS object’s
constituent resources using the adaptation strategy
provided by the AXMEDIS Constraint Solving Engine to
arrive at an adapted AXMEDIS object as output.

The AXMEDIS MPEG-21 DIA Adaptation Engine
adapts media types namely image, video, audio and text as
well SMIL. For all these media type, the DIA Adaptation
Decision Engine incorporates the general media type
independent component of adaptation as well as the media
type specific component of the adaptation.

In the following sub-sections, we outline the features
and the modus operandi of the Adaptation Decision
Engine in respect of each modality.

There are two main constituents of the Adaptation
Engine [18:
1. ADTE: Adaptation Decision Taking Engine

2. BDAE: Bit-stream and Description Adaptation
Engine

In AXMEDIS, we are able to extract resources from
objects and treat them in the adaptation engine one by one.
This allows seamless adaptation of complex objects that
may comprise of multiple resources of the types image,
video, text etc. integrated and presentably formatted using
SMIL templates.

In case of video and image resources, some adaptation
features of the AXMEDIS Decision Engine include: 1)
Acquisition and analysis of user preferences pertaining to
brightness, saturation and contrast, in addition to the
user’s information regarding visual impairments (if any),
as well as resource information, 2) Adaptation of resource
for optimal presentation on target device, 3) Screen size —
resizing the image if necessary, 4) Visual impairments —
factored in adaptation process, 5) Device capability —
colour capable, image capable etc.

In case of Audio resources, these steps include 1)
Resource Information Acquisition e.g., sampling
frequency, bit rate, number of channels etc, 2) Acquisition
of user preferences and terminal capabilities to ascertain
optimal audio adaptation parametric values e.g. adapting
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stereo content to mono if target device can only support
mono, 3) Change the audio sampling rate, bit rate, number
of channels.

For Text resource, the following steps are taken: 1)
Resource Information Acquisition, 2) Convert to format
compatible (if not already) with the receiving terminal, 3)
Converting text resources to image using ImageMagick
[22] OR MikTeX [23].

SMIL resources in the AXMEDIS object require
necessary regional and positional adaptation. The
Adaptation Engine carries out such modifications by 1)
Adapting region, text, image and video features e.g. size
and position, 2) Adapt text clickable area size and
position, 3) Adapt image clickable area size and position,
etc. The Adaptation Engine also determines if device and
network limitations in relation to the object overall size
would have adverse effects on the quality of service, and
whether delivery is feasible.

The AXMEDIS DIA Decision Engine has been tested
with various complex AXMEDIS Objects using device
profiles for mobile devices such as Samsung 1320,
Motorola Z3 and imate JASJAR. Some results are shown
in figures 4 and 5.

! :
et
s

L]

Figure 5: Object adapted for Motorola Z3. a) Text to image conversion
using MikTeX, b) Text to image conversion using ImageMagick

VL

We have discussed the main aspects of dynamic
profiling management and content adaptation for
personalised multimedia distribution as deployed in
AXMEDIS. In order to manage the complexity of
delivering personalised content on-demand, we employed
the usage of profiles for Users, User’s Devices
Capabilities and the Network Capabilities. These profiles
are based on the MPEG-21 DIA which meets the
requirements for content distribution, in order to make
available the media files on various devices across various
channels. A decision engine based on the Gecode [24]
constraint satisfaction library has been developed to
develop an adaptation strategy in the context of these
profiles. This is complemented by an adaptation engine

CONCLUSION



which employs the various AXMEDIS adaptation plug-ins
to automatically transcode the content as and when
required.

ACKNOWLEDGMENT

The authors would like to thank the EC IST FP6 for the
partial funding of the AXMEDIS project [3], and all
AXMEDIS project partners including the Expert User
Group and all affiliated members, for their interest,
support and collaboration.

REFERENCES

[1]  W. KieBling, W. T. Balke, M. Wagner, Personalized Content
Syndication in a Preference World. In Proc. EnCKompass 2001),
Eindhoven, 06/01.

[2] AXMEDIS Framework for All,
http://www.axmedis.org/tiki/index.php, April, 2006.

[3] The AXMEDIS Consortium http://www.axmedis.org/ last
accessed April 2006.

[4] P. Bellini, I. Bruno, P. Nesi, A Distributed Environment for
Automatic Multimedia Content Production based on GRID, in
Proc. AXMEDIS2005

[5] ISO MPEG-21, Part 7 - Digital Item Adaptation, ISO/IEC
JTC1/SC29/WG11/N5231, (Oct 2002)

[6] W3C, CC/PP Information Page http://www.w3.org/Mobile/CCPP,
accessed, April06

[71 UAProf Schema and Information available at
http://www.openmobilealliance.org/tech/profiles/index.html

[8] Resource Description Framework, http://www.w3.org/RDF/,
accessed April 2006.

[9] K. Ng, B. Ong, R. Neagle, P. Ebinger, M. Schmucker, I. Bruno, P.
Nesi, AXMEDIS Framework for Programme and Publication and
On- Demand Production, in Proc. AXMEDIS2005.

[10] D. Pemberton, T. Rodden, and R. Procter., Groupmark: A WWW
recommender system combining collaborative and information
filtering in Proc. 6th ERCIM Workshop on “UserInterfaces for
All”, ERCIM October2000, no 12 in, page 13.

[11] Badii A, Context, Context, Wherefore Art Thou? “C-Assuring”
shared sense-making and meta-scaffolding for Collaborative

64

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]
[23]

[24]
[25]

Creative Communities Doing Society with IS, Proc.UKAIS-AIS
2000.

K. Swearingen and S. Rashmi, Interaction Design for
Recommender Systems, in Designing Interactive Systems 2002.
ACM, 2002.

J. Canny, Collaborative filtering with privacy via factor analysis.
Proc. 25th Int. ACM SIGIR Conference Information Retrieval,
2002.

Badii A et al Profiling Management for Personalised Multimedia
Delivery On-Demand within the AXMEDIS Framework,
Proceedings of AXMEDIS 2006 Conference, Dec 2006,
University of Leeds, UK.

Kia Ng, Badii A, et al Programme and Publication Tools
Integration with workflow-enabled communication and process
control Proceedings of AXMEDIS 2006 Conference, Dec 2006,
Leeds, UK.

Badii A, Hoffman M, Heider J, MobiPETS-GRID, context-aware
mobile service provisioning framework deploying enhanced
Personalisation, Privacy and Security Technologies (.PETS), to
appear at the 1™ IEEE international conference on Communication
Systems Software and Middleware (COMSWARE), New Dehli,
Jan 2006

D Mukherjee (2004) MPEG-21 DIA: Objectives and Concepts,
HP Labs. Lecture slides as part of ECE 289] — Multimedia
Networking at UC Davis taught by Prof. Mihaela van der Schaar
MPEG-21 DIA
http://www.chiariglione.org/mpeg/tutorials/technologies/mp21-
dia/index.htm

WY Lum, FCM Lau (2002) A Context-Aware Decision Engine
for Content Adaptation, 2002 IEEE, University of Hong Kong
Mukherjee, D., Kuo, G., Hsiang, S., Liu, S, Said, A. (2004).
Format-Independent Scalable Bit-Stream Adaptation Using
MPEG-21 DIA. International Conference on Image Processing
2004. 0-7803-8554-3/04 02004 IEEE.

ImageMagick. Available online. WWW:<
http://www.imagemagick.org/script/index.php>

MikTeX. Available online. WWW:< http://miktex.org/>

Gecode. Generic Constraint Development Environment. Available
online. WWW:<www.gecode.org>

R. Dechter. Constraint Processing. Morgan Kaufmann, 2003.

F. Rossi, P. van Beek, and T. Walsh, editors. The Handbook of
Constraint Programming. Elsevier, 2006.



Unifying Quality Standards to Capture Architectural Knowledge for
Web Services Domain

Francisca Losavio, Alfredo Matteo, Roberto Rahamut
MoST Laboratory, School of Computer Science, Faculty of Science,
Universidad Central de Venezuela, Caracas, Venezuela
flosav, almatteo, rrahamut {(@cantv.net}

ABSTRACT

The development of applications based on WS (Web
Services) considers client requirements, where elicitation,
analysis and specification are main concerns to ensure
the WS quality as a software component and the overall
quality of the application using the WS. Specification of
requirements, quality requirements and their translation
into architectural elements, are still open research issues.
The main goal of this paper is to unify three standard
frameworks (WSA (Web Services Architecture) base-line
of the W3C (World Wide Web Consortium), the standards
ISO/IEC 9126-1 to specify the domain quality properties
and ISO/IEC 13236 to specify the QoS metrics), to
capture architectural knowledge for the WS domain.
Besides these frameworks, a WS categorization based on
functionality is also considered. Since these standards
have been formulated independently, unified guidelines
are established to integrate them for practical use within
a domain characterization process. A major benefit of this
domain characterization based on the unified knowledge
on quality standards, is the automatic generation of
standard contractual bases between WS clients and
providers. Moreover the guidelines provided for
traceability among the standards contribute to the
establishment of a common language for the WS
community. Finally, the applicability of our approach is
illustrated for transactional WS.

1. INTRODUCTION

Web Services (WS) are reusable software components
accessible over the standard Internet Protocol (IP),
allowing interoperability and portability in Web
applications, according to a Service Oriented Architecture
(SOA) style. A WS is considered a software component
offering a service, i.e. providing a kind of functionality,
characterized by its functional and non functional
requirements. Different types of WS can be grouped on
the basis of the functionality or service they provide. WS-
based software development considers component-based
programming platforms, providing modular and reusable
structures, independent from the technological details,
such as operating system and data format [14, 23];
however, within this scheme, contractual issues have to be
established and respected. In what follows, the main
concepts on the Web Services Architecture (WSA) [11],
ISO/IEC 9126-1 [21] and ISO/IEC 13236 [22]
commercial and international standard frameworks
respectively, that will be integrated to characterize most
of the architectural knowledge for WS domain, are
presented.
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1.1 THE WSA REFERENCE ARCHITECTURE

The architectural styles underlying WS applications are a
layered SOA style instance for components, and a
message-passing style, following a Peer-to-Peer pattern
[12], for connectors. A reference architecture has been
defined by the Web Services Architecture Working Group
(WSARCH) to guarantee the interoperability of WS
applications. It will be called the WSA base-line
architecture in this context. According to the W3C
(WWW consortium), a WS is a software system designed
to support interoperable machine-to-machine interaction
over a network. It has an interface described in a
machine-processable format, specifically WSDL (Web
Service Description Language). Other systems interact
with the WS in a manner prescribed by its interface
description using SOAP (Simple Object Access Protocol)
messages, typically conveyed by HTTP with an XML
serialization in conjunction with other Web-related
standards. The main principles to construct WS are based
on three aspects or mechanisms, location, description and
call, and follow the XML universal data format [15, 23].
The WSA requirements document of the W3C describes
seven critical top-level quality goals (see Table 1) that are
the minimal set of requirements for a common
architecture that a WS application should comply [11].

Table 1.W3C requirements for WSA Reference Architecture.

WSA
Requirements

Interoperability

Description

The capability of WS to interoperate within different|
environments.

Reliability The availability and stability of WS.

WWW Integration |WS must be consistent with the WWW evolution.
WS must provide a reliable environment to perform
its online processes.

WS must allow flexible applications in the sense of
adaptation to changing volume of information or to
the addition/remotion of new components.

WS must meet the needs of the user community.
WS must provide maintenance facility, allowing the
adaptability to a changing environment.

Security

Scalability and
Extensibility

Team Goals

Management and
Provisioning

1.2 THE ISO/IEC 9126-1 STANDARD

The achievement of quality software products is the goal
of software engineering. The quality properties related to
functional and non functional requirements are called
quality requirements and are specified in the standard as
quality characteristics and sub-characteristics (see Table
2). They are classified into three views of quality for a
software artifact or product: external quality (considered
within a testing environment), internal quality
(considered within the development process) or in use



quality (considered by the final user). ISO/IEC 9126-1
defines a hierarchical quality model based on six main
high level quality characteristics. They are refined into
sub-characteristics, continuing with the refinement until
attaining the attributes or measurable elements. A sub-
characteristic can then be associated to several attributes
and metrics, units and/or counting rules can be associated
to each attribute; this process is part of the so called
measurement model.

Table 2. The ISI/IEC 9126-1 quality model for external/internal views:
quality characteristics and sub-characteristics [21].

Quality
Characteristics
Functionality

Quality Sub-characteristics

Suitability, Accuracy, Interoperability, Security,
Compliance

Reliability Maturity, Fault tolerance, Recoverability, Compliance
Availability is a combination of the other first three
sub-characteristics.

Usability Understandability, Learnability, Operability,
Attractiveness, Compliance.

Efficiency Time behavior, Resource utilization, Compliance.

Maintainability |Analyzability, Changeability, Stability, Testability,
Compliance .
Adaptability, Installability, Co-existence,

Replaceability, Compliance.

Portability

1.3 THE ISO/IEC 13236 STANDARD

The goal of the ISO/IEC 13236 standard is to assist in the
specification and design of technology-based software
systems; it describes how to characterize, specify and
manage requirements related with the quality of the
service (OoS). It provides a common language to services,
clients and providers. According to International
Telecommunication Union (ITU) [7], QoS is defined as a
set of quality requirements present in the collective
behavior of one or more objects. Note also that a
requirement originates from a client entity that uses a
service and it is translated to different QoS requirements,
expressed as parameters. A mechanism is realized by the
entity to satisfy one or more QoS parameters.
Mechanisms are part of the management functions and
parameters are part of the context of a QoS. The range of
values for the attributes (value of the QoS parameters) is
established by the metrics for the WS quality
requirements external view.

The main goal of this work is to unify the mentioned
market and international quality-based standards to be
reused as architectural knowledge in the characterization
of families of WS applications, in the sense of Berard
[16]. Domain analysis is a usual practice in the product-
line approach of architecture design, favoring reuse, and
the use of standards will ease communication and
understanding. A process is defined which on one hand
establishes a correspondence between the WSA top-level
critical goals of the W3C and the ISO/IEC 9126-1 [21]
standard for software product quality, to facilitate at a
high abstraction level, common understanding of the
architectural properties among the stakeholders. This
unified standard can be easily adapted to specify
architectural properties, considering the architecture as an
intermediate product of the software development process
[2, 20, 28]. Moreover, the quality requirements associated
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with the functionality of each WS type, defining sub-
families of applications, are also specified using the
ISO/IEC 9126-1 quality model [21]. On the other hand,
the ISO/IEC 13236 standard [22] for the QoS, is used to
define a measurement model by specifying the
measurable attributes, according to general QoS metrics.
In consequence, a standard quality model, incorporating
all these standards, is defined for the WS application
domain.

This paper is structured as follows, besides the
introduction and conclusion: section 2 presents the related
works. Section 3 describes the process to characterize the
WS application domain. Finally, in section 4 the process
is applied to a transactional WS case study.

2. RELATED WORKS

In general, standards are used in manufacturing, but not
much has been done at carly stages of software
development. Moreover, the use of standards by
practitioners is not easy, since they often lack of
guidelines or rationale. We have successfully used the
ISO 9126-1 standard to specify architectural properties
and found it a useful tool, even if lack of flexibility is
claimed. We favor the fact that is important to speak a
common language [8, 16, 17]. The goal-oriented
approaches to build architectures from requirements could
easily use such standards, however they do not [1, 27]. To
characterize early the crosscutting concerns, some
attempts have been made that use a similar approach [19,
24]. The characterization of architectural knowledge for a
family of applications is part of the domain analysis
discipline in domain engineering [17, 20, 28], being
crucial for architectural design and in particular for
product line architectures, Moreover, the handling of
general domain knowledge is recently gaining importance
to reduce the gap between the modeling of business and
system requirements; it is the starting point to define a
first rough architecture for the system, where the
specification of business requirements is taken into
account. The ISO/IEC 9126-1 quality model has
demonstrated to be a useful tool at this stage. In the
context of families of web applications, the architectural
domain knowledge is used to automatically generate
quality contractual basis between WS clients and
providers. In this sense, several languages for specifying
the SLA (Service Level Agreement) have been proposed,
most notably, a toolkit to generate the contract file in
XML format is publicly available on the IBM
alphaWorks™ Web site [5]. This utility is part of the IBM
Emerging Technologies Tool Kit and serves as a
guideline to learn how to specify the SLA using Web
Service Level Agreement (WSLA) language. This toolkit
helps to define the contractual agreement, but only
semantically, it lacks to provide the standard default QoS
value or range for a specific WS . SLAng [29] is another
approach, which is an XML-based language that describes
QoS properties to include in SLAs. SLAng does not focus
only on web service interactions, but also to specify SLAs
for hosting service provisioning (between container and
component  providers), communication service



provisioning (between container and network service
providers) and so on. Although SLAng is expressive
enough to represent the QoS parameters included in SLA,
more work is needed on the definition of its semantics.
Web Service Offering Language (WSOL) [30] focuses on
web service interactions. Another proposal is the Web
Services Agreement Specification [31], which is also an
XML-based document containing descriptions of the
functional and non functional properties of a WS
application. It consists of two main components that are
the agreement Context and the agreement Terms. WS-
Agreement [31] is an industry based protocol for the
establishment of service level agreements and is being
adopted widely, but, it lacks a precise definition of the
meaning of its constructs, because it does not support
explicitly the negotiation of the agreement, there is no
monitoring of how close a term is to being violated at
execution time, and, the breaking of one single term of a
running agreement results in termination, while a more
graceful degradation would be desirable.

3. CHARACTERIZATION OF THE WS DOMAIN

For a standard quality-based characterization of the
domain of WS applications, the following process is
proposed:

Input:  problem statement, requirements taxonomy
including business rules

(1) Define functionality. Establish a classification of WSs,
according to functionality.

(i1) Define Quality Model. Specify the quality requirements for
the families of WS applications, considering the ISO/IEC
9126-1 standard, as follows:

(a) Specify architectural quality. Use the WSA critical goals
[11], establishing a correspondence with the ISO/IEC 9126-
1 sub-characteristics and sub-sub-characteristics, to obtain a
standard quality model for WSA.

(b) Specify functional quality. For each type of WS, quality
properties are assigned to the functional requirements to
express the goals that must be fulfilled. Standard quality
requirements are obtained for each type of WS. New sub-
characteristics or sub-sub-characteristics can be added, if
needed.

(iii) Define Measurement Model: For each type of WS, refine the
quality model obtained in step (ii), by specifying the attributes
and metrics for each type of WS, obtaining a characterization
of a sub-family of the domain, as follows:

(a) Specify quality attributes and metrics. For each sub-
characteristic or sub-sub-characteristic of the quality model.

(b) Assign the attributes (QoS characteristics) and the metrics,
according to the ISO/IEC 13236 standard.

Output: architectural knowledge for WS application
domain

The process described provides guidelines that can be
practically applied to facilitate traceability among the
standards, which in the literature appear separate, and to
settle the basis for the automatic generation of a standard
quality contractual specification between WS clients and

providers. The guidelines can be used as a starting point
for a common language for the WS community. Each step
is detailed in what follows.

3.1 STEP 1. DEFINE FUNCTIONALITY.
CLASSIFICATION OF WS,

The classification presented in Table 3 shows the
functional requirements for WS [15, 25]. Metrics must be
provided as part of the contractual issue to establish the
extent to which the WS fulfills its functionality [18, 23]
(see Step 3). Note that in this taxonomy, the types of WS
are not necessarily disjoint, since WS can be composed.
For example, a Security WS can be used by a
Transactional WS. This aspect is known as orchestration
[13], where a central service controls the other services of
the composition, to accomplish the required functionality.

Table 3. Functionality based WS classification.

WS type Functional requirements
Information and collaborative Data Base operations

environments

Transactional E-commerce operations, encrypting
‘Workflow Process monitoring operations

Web Portal E-search and e-communication
Security Access control, encrypting

3.2 STEP 2. DEFINE A QUALITY MODEL

The quality model specifies a minimal set of properties
characterizing applications; all the applications within this
domain will share these properties. The quality
requirements for the family of WS applications are
specified using the ISO/IEC 9126-1 standard. A
correspondence with the WSA critical goals [11] is
established to specify architectural quality in terms of
sub-characteristics and sub-sub-characteristics. Hence, the
standard quality model is customized to the WSA goals.

Table 4. Quality Model for WS application domain, showing traceability

among ISO/IEC 9126-1 and WSA. The codes of the WSA goals are
taken from [11].

ISO/IEC9126-1 Correspondence between ISO/IEC9126-1 sub-

characteristics characteristics [6] and
‘WSA critical goals [7]
Functionality Interoperability Semantics is similar.
ISO/IEC | Interoperability Goal: high
WSA Interoperability
(AG001)
Security Semantics is similar.
ISO/IEC [Security Goal: high
WSA [Security (AG004)
Suitability Semantics is similar.
ISOMEC [Suitability Goal: medium
WSA — [Team Goals (AG006)
Reliability Availability Semantics is similar.

TSO/IEC | Availability Goal: high
WSA__|Reliability (AG00G)

Maintainability | Extensibility The WSA extensibility
ISO/IEC | Changeability goal is considered as sub-
WSA Scalability and sub-characteristic of
Extensibility (AG006) |changeability. Goal:
high.
The WSA management
and provisioning goal is
ISO/IEC | Changeability considered a sub-sub-
WSA Management and characteristic of
Provisioning (AG007) ;}_mlflgeabﬂity Goal:

igh.

Integration The WSA integration
ISO/IEC | Changeability goal is considered a sub-
WSA Tntegration (AG003) | sub-characteristic of
changeability.

Goal: medium

Management and
provisioning

The WSA scalability goal
ISO/IEC | Adaptability will be considered a sub-
WSA Scalability and sub-characteristic of

Portability Scalability

extensibility (AG006) |adaptability.
Goal: medium




The quality model shows the minimal characteristics that
providers must comply to guarantee user satisfaction.
These properties are part of the contractual agreement for
the control and measure procedures. In consequence, a
WS must satisfy some of the quality properties indicated
in Table 4. According also to this table, a WSA compliant
service is now also compliant with the ISO/IEC 9126-1
standard characteristics (sub-characteristics and sub-sub-
characteristics) for internal/external product quality, to
which a high, medium or low goal ranking has been
assigned by consensus by an expert group. Usability and
efficiency are ranked low because they are not present as
WSA critical goals [11]; they are not shown in the Table
4. In consequence, the quality model for the WS domain
considering  relevant  architectural — properties  is
conformed in this case by characteristics ranked high or
medium, which are the following:

- functionality (interoperability, security, suitability)

- reliability (availability),

- maintainability (Changeability (extensibility, management and
provision, integration))

- portability (adaptability (scalability)).

Table 5. Quality requirements for each WS type.

WS Type Quality requirements for sub-families of WS-based applications -
characteristics and sub-characteristics according to ISO/IEC 9126-1
Functionality | Reliability | Maintainability | Portability | Efficiency
Information and |-accuracy |-availability |-changeability
collaborative
environments
Transactional  |-security -availability -time
(integrity) behavior
-accuracy -resource
utilization
Workflow -suitability
Web Portals -adaptability: | -time
scalability behavior
-resource
utilization
Security -security

The WSA quality model, enriched with the qualities
related to WS functionality, constitutes the standard
quality model for the WS domain. It expresses the overall
architectural quality for WS applications. The enrichment
is obtained considering all the quality characteristics
shown before for WSA and adding the quality
characteristics (shown in boldface), derived from each
WS functionality, see Table 5: efficiency (time behavior,
resource utilization) is required for some of the WS and
the sub-characteristic compliance to standards and
regulations is required to achieve interoperability, in
order that the service conforms to standards like SOAP,
UDI, WSDL in their respective versions. We assume that
this characteristic is present for all WS types and so it is
not specified in Table 5. Sub-characteristic accuracy has
been included for data transactions indicating the
precision of an event, set of events, condition or data [22].
Notice that often the term integrity is used in WS
transactions to denote the fact of maintaining the
correction of the transaction with respect to the source,
which we are considering in the model as security.
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In this work, the QoS, which are quantifiable aspects or
parameters, are considered attributes of the sub-
characteristics of the WS domain quality model. Observe

STEP 3. DEFINE MEASUREMENT MODEL.
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that traceability between the standards ISO/IEC 13236
[22] and ISO/IEC 9126-1 [21] is not explicitly provided
by the standards, making difficult their practical usage.
This work is a contribution towards the fulfillment of this
gap. It is clear that the metrics presented are quite general
and should be customized to establish the contractual part
when using the service in a particular application. In what
follows, the quality model is further refined for each WS
type of Table 5. The refinement consists in finding the
attributes or measurable elements and their metrics, for
each WS quality property. These attributes and metrics
correspond to the QoS characteristics considered in the
ISO/IEC 13236 standard [22]. Table 6 shows the
refinement for the Transactional WS category, since this
is a complex WS type. The other refinements can be
obtained in a similar way and they will not be shown here
to ease the presentation, they are detailed in [30]. Notice
also that Table 6 only shows some of the attributes, to
facilitate legibility. They must be used depending on the
application requiring the WS and on what is to be
measured. For more detailed information on attributes and
metrics the ISO/TEC13236 [4, 22, 26] standard document
should be consulted.

Table 6. Measurement Model: QoS metrics for Transactional WS.

Quality Attributes Metrics, according to
- characteristics and (QoS characteristics, ISO/IEC 13236
= | sub-characteristics according to
according ISO/IEC 13236)
to ISO/IEC 9126-1
Compliance with Depending on the regulations | Depending on the regulations
standards and
regulations for
Interoperability
%‘ Security protection Probability
Tg access control Value or level derived from an
.g access control policy.
2 data protection Value or level derived from the
2 data integrity policy.
confidentiality Value or level derived from the
data confidentiality policy.
authenticity Value or level derived from the
data authentication policy.
Accuracy accuracy: {addressing, Probability
-g delivery, transfer, transfer
2 integrity, allowable, release
@ 2 establishment} error
i Availability fault-tolerance MTBF' =MTTF® + MTTR®
gl & fault-containment Probabilit
S| = Y
'«3 ;_:b; resilience, recovery error Probability
3 = Agreed service time A=MTBF/(MTBF+MTTR)
§ &) (channel, connection, when maintainability is
; processing) involved, 0<A<1
Time behavior |date/time Any unit of time

time delay: transit,
request/reply, request/confirm

TD=T2- Tl

lifetime

Any unit of time

remaining lifetime

Any unit of time

g freshness (or age of data) Any unit of time

'S capacity Any unit of time

E Resource throughput (communication | Units depend on the resource
utilization capacity) type

processing capacity

Rate (bits/seconds,
bytes/seconds)

operation loading

Instructions/seconds
- Relation between used and
available capacity

Note: Table notes.* MTBF: mean time between failures,  MTTR: mean time to replace,
¢ MTTF: Mean Time to Failure.

4. CASE STUDY: VOICE PORTAL FOR
AIRLINE COMPANIES

A Voice Portal (VP) outsourcer, AIRPORTAL, offers a
suite of WS based on a self service platform which,




combined with IP Telephony and Open Standards, like
VoiceXML, provides a powerful speech and touch-tone
solutions for airline companies [6, 9, 10]. AIRPORTAL
enables integration through interoperability with its
standardized approach to voice-based applications and
common airline systems, enriching and refining a caller's
experience using simultanecous voice and data
interactions. Functionalities like phone-based booking for
travel (make reservations, cancellation, blocking and
confirmation transactions), user registration, online
ticketing (purchasing, payment, status), query flights
information, speech automation of airline-related call
center routines, millage account balance, among others,
can be offered by AIRPORTAL, through Voice Portal
Web Services (VP-WS), to give their customers the
highest levels of self-service, whether they are using a
telephone, a computer or a mobile phone. In order to
characterize the domain for VP-WS, the process proposed
on Section 3 is applied. Based on the WS functionality,
AIRPORTAL is a provider of Transactional WS and uses
Web Portal WS (see Table 3). Only SLA Requirements
for Transactional WS will be considered in this study.

AIRLINE is a regular AIRPORTAL’s customer.
AIRPORTAL, rather than acquiring and owning the
infrastructure for hosting these WS, seeks out a provider
of computational services called AIRSERVICE. It
supplies to AIRPORTAL the computing resources needed
to host the VP-WS, which include VP applications
hosting and  auditing  (monitoring, calculation,
notification), call center agents on-line reporting, storage
systems, data base hosting, server-rental, networking
components, and Internet connectivity [5, 18]. Finally the
SLA is checked and the information requested is send to
the AIRLINE. A contract between AIRPORTAL and
AIRLINE is then established, this SLA (Service Level
Agreement) specifies a minimal set of properties and
characteristics of the provided voice portal services, such
as: average conversation time, volume of abandoned calls,
call center agents occupation, transactions successfully
executed, among others [6, 9, 18]. The main functional
and non functional requirements are:

e Reservation Transactions: At least 95% of the reservation
requests shall always provide real time information about
flight availability information, 80% of the confirmation
volume is accepted, a lower value is considered a fault and
the call must be delivered directly to an agent. Those
requests should have a server-side response time of 10
seconds.

e Service Factor: Maintain an 80/20 services level of
attendance, which implies to assure 80% of total calls to be
answered before 20 seconds, this involves an online
monitoring of agents in the call center and the calls volume.
The VP should be available 99.9% of the time.

e Navigation Time: Represent the VP application conversation
time and the average of talk time shouldn’t be higher than 5
minutes.

The general information for SLA for Transactional WS is
contained in the Measurement Model for WS domain (see
Table 6). Using the Quality Model of the domain for WS
(See Table 5), the characteristics that providers must
comply to guarantee user satisfaction can be identified.
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Then, instantiating the Measurement Model for the VP-
WS, the attributes or measurable elements and their
metrics are defined. Table 7 shows the SLA requirements
for VP-WS offered by AIRPORTAL and required by
AIRLINE [4, 22, 26] and Table 8 shows how they are
going to be measured and presented in the SLA contract.

Table 7. Contractual features defined between AIRLINE and

AIRPORTAL
SLA Quality Quality
W [Requirements | Characteristic sub-characteristic and attributes
S (QoS)
ISO/IEC 9126-1 ISO/IEC 13236
Reservation Functionality Accuracy Transfer integrity
Transactions error
- Efficiency Time behavior Time delay
E Service Reliability Availability Agreed processing
> |Factor time
Fault-tolerance
Navigation Time Efficiency Time behavior Time delay
Table 8. Contractual measures and conditions/actions defined between
AIRLINE and AIRPORTAL
SLA Measurement Conditions/ WSLA
WS|Require- Actions Variable
ments Label
Reservation | A Probability. It refers to the If Total Errors  |RT _F AC
Transactions | precision of the information >80% call
obtained by the user from the must be
service. Levels Definition: 95% |delivered
is Required. 80% is considered |directly to an
Acceptable. Any value >80% is |agent.
a Fault.
The elapsed time between two | Notify if RT _E TB
general events, in this case start |average of
when the agent initiates a Time
request. Levels Definition: 10 Response <10
Seconds per Transaction is seconds.
Requested. Any value upper than
10 is considered as a Fault.
» | Service Proportion of agreed processing |If availability [SF_R_AV1
3, Factor time for which satisfactory is under 80%
& service is available. more agents
A=MTBF/(MTBF+MTTR)"  |must be
when maintainability is logged-in.
involved, 0<A<0.8
Average time it takes for the If availability [SF R AVI1
system to fail plus the average it |< 99.9% use
takes to recover. MTBF =MTTF |mainframe
+MTTR® system.
The elapsed time between two | Notify the NT _E TB
Navigation general events, in this case start |average if the
Time when the customer is attended | Voice portal
by the voice portal application. |conversation
Period of Calculation: Minutely. |time >5 min.
Levels Definition: 3 Minutes is
Expected. Any value upper than
5 is considered as an Alarm.

The SLA expressed in WSLA [5, 6, 9, 18], has been
generated automatically from Tables 7 and 8. The code
can be accessed at: http://www.informationsys.com/WSLA_VP-WS.xml

5. CONCLUSION AND FUTURE WORK

The architectural knowledge for the domain of WS
applications has been characterized in this work, unifying
three quality standards to capture architectural
knowledge. The standard specification of the quality
properties related with a WS has been emphasized. To
establish this characterization, a process has been
proposed: first, take into account the WSA critical goals
[11, 12]. The WSA market reference establishes the
minimal set of requirements that a family of WS
applications must hold. A quality model is established for



this domain, according to ISO/IEC 9126-1 [21]. Secondly,
the WS functionality is identified; for each functionality,
quality properties and goals are established. The initial
quality model is enriched, to characterize each family of
WS, focusing also on the quality properties inherent to the
functionality. Finally, this quality model is instantiated for
families of WS, considering the attributes or QoS metrics,
according to ISO/IEC 13236 [22]. In this way, three
separate standards have been related and put into a
practical use. Common understanding among different
stakeholders has been set by this correspondence. As a
case study, a family of Transactional WS has been
considered, to show the final quality model with metrics;
the process is similar for any type of WS. The quality
model established is a reusable artifact and can be
customized to any WS application and family of WS.
From this the SLA is automatically generated in WSLA.

Ongoing research works are:

e On one hand the definition of a specification pattern
based on WSLA; this pattern will facilitate the
automatic identification of requirements that must be
considered, as well as the metrics that must be
calculated to guarantee the commitment. The
contractual specification based on quality issues allows
guaranteeing the functionality of the services, since it
can be monitored by notifying mechanisms that take
actions accordingly, if required.

e On the other hand, we are working further on the
domain characterization using a standard quality
model, often product of the combination of different
standards, as a specification tool for quality concerns.
This model is used as a common language between
different stakeholders and can be used to monitor
quality through the development process, considering
the different quality views. In an architectural design
approach [3] it is used to define the properties that the
initial system architecture must comply.
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Abstract

The content technology needs to conquer new forms
with more intelligence, more flexibility and more
complete features than those which are present on the
market or proposed by standards. Innovative content
formats have been proposed while they have
difficulties to conquer the market for the lack of
general consensus and tools. In this paper, an analysis
of the state of the art about complex content models is
presented. The analysis has been developed in the
context of European Commission projects, in the
intelligent content area. The analysis allowed us to
identify a number of topics and features on which the
models should evolve and the major lacks in the most
diffuse models and formats.

1. Introduction

Presently there is a large number of content formats
that ranges from the simple files basic digital resources
(documents, videos, images, audio, multimedia, etc.) to
integrated content models such MPEG-21 [1], [2],
MXF, MHP [12], AXMEDIS [3], [4], [5], NewsML,
SCORM/IMS [6], MPEG-4 [7], and intelligent content
proposals [8], and proprietary formats such as
Macromedia, Adobe, etc. Most of these formats try to
wrap different kinds of digital resources/files in a
container/package with their related information (e.g.,
content metadata and descriptors, relationships among
resources, etc.) and they make such resources ready for
delivery (streaming and/or downloading), in plain
(clear-text) and/or protected forms. The presentation
level and user interaction are formalized with specific
formats such as: SMIL, HTML, MHP, MHEG, Laser,
Java, SVG, BIFS, etc. The content behavior is in few
cases formalized in Java and/or Javascript. The
metadata are frequently defined together with content
ID codes. Among the metadata: Dublin Core,
TVAnyTime, MPEG-7, etc. and among the ID codes,
ISBN, ISAN, ISRC, ISMN, etc.

MPEG-21 is focused on the standardization of the
content description related to DRM, digital rights
management aspects [9], [10]. MPEG-21 was initially
not designed to be used as package for cross media
content with internal presentation layers. More recently
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the AXMEDIS format, extended MPEG-21 [11] to
cope with cross media content packaging, with HTML
and SMIL presentation and layers for user interaction.
AXMEDIS response provoked the starting into MPEG
Forum of an action to evolve the MPEG-21, in that
direction. SCORM/IMS has been defined to formalize
the learning content and packages. SCORM is a
comprehensive standard for the organization and
delivery of learning packages, and has defined a run-
time environment for web-browsers with several
available implementations. MHEG is a standard for the
formalization of the presentation/interaction aspects for
broadcasting. Differently from AXMEDIS format the
MHEG has not been designed for content distribution
and packaging. The MHP [12] enables the reception
and execution of interactive, Java-based applications
on a TV-set. Interactive MHP applications can be
broadcast together with audio and video streams. The
applications can be on information services, games,
interactive voting, e-mail, SMS or shopping. MXF has
been designed as an exchange format to address a
number of problems of non-professional formats. MXF
has full timecode and metadata support, and it is
intended as a platform-agnostic stable standard for
future professional video and audio applications. SMIL
is similar to an HTML-like language designed to
produce interactive presentations, and may have links
to other SMIL presentations and graphical elements to
allow user interaction. SMIL provides features like
transitions, animations, etc., is one of the underlying
technologies used by HD DVD and MMS for
advanced interactivity. SVG is an XML specification
and file format for describing vector graphics, both
static and animated. The W3C explicitly recommends
SMIL as the standard for animation in SVG, however
it is more common to find SVG animated with
ECMAScript (javascript). BIFS is MPEG-4 Part 11, it
is a binary format for two and three-dimensional
audiovisual content, with graphic rendering and
interaction. BIFS is MPEG-4 scene description
protocol to compose, describe interactions and animate
MPEG-4 objects. NewsML and SportML belong to a
family of news formats that presently demonstrate their



inefficiency to cope with the complexity of the
novaday news.

Among the most relevant European Commission
research and development projects in the field, we
have posed the attention on the most focused on
intelligent content such as: ACEMEDIA [13], X-
MEDIA [17], AXMEDIS [3], SALERO [15], ICONS
[16], and LIVE [14]. ACEMEDIA [13] defined a new
format of content that may be created by a commercial
content provider, to enable personalized self-
announcement and automatic content collections, or
may be created in a personal content system in order to
make summaries of personal content, or automatically
create personal albums of linked content. However,
some important features such as the capabilities of
evolving that are the evolutional aspects are not
considered. X-MEDIA project and content model are
mainly focused on semantic aspects in content that can
be managed by ontologies and RDF. X-Media is
mainly oriented towards knowledge management and
sharing with limited application to text and image
contents and has related content objects with very
limited autonomy of work that are not proactive with
the user. SALERO aimed mainly to cross media-
production for games, movies and broadcasting. In
SALERO, the object evolution management and
collaboration during the whole objects lifecycle are not
provided, thus the content is not proactive. LIVE
project content is focused on semantic based
description of live content for streaming and
broadcasting. While it is very far from the concept of
intelligent content for the lack of autonomy.

Other object containers are (i) EMMOs (Enhanced
Multimedia Meta Objects) [18] which encapsulates
relationships among multimedia objects and maps
them into a navigable structure. An EMMO contains
media objects, semantic aspect, associations,
conceptual graphs, functional aspect; (ii)) KCO
Knowledge Content Objects which is not a package
[19], and it is based on the DOLCE foundational
ontology and have semantic aspects to describe the
properties of KCOs, including raw content or media
item, metadata and knowledge specific to the content
object and knowledge about the topics of the content
(its meaning). The semantic information in a KCO
includes: content description; propositional description
(Semantic Description and Content Classification);
presentational description; community description (the
purpose); business description (the trade, price...);
trust and security description, self description (the
structure).

These last models are less powerful with respect to
the above mentioned models such as AXMEDIS and
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MPEG-21, while they present descriptors that may be
used for more powerful classifications of these objects.

The paper is organized as follows. Section 2 reports
the model for the analysis of complex content models
and thus the tassonomy for comparing them. The
analysis has permitted to identify the limits of many
presently diffuse formats and the future needs for
future models and improvement. Conclusions are
drawn in section 3.

2. Assessing Content Model

In order to assess content models and packages
against their capabilities of autonomy and intelligence
a number of factors have been identified. Some of
them are present in state of the art formats while others
are innovative aspects. In Table 1, a taxonomy of the
relevant features which allowed us to assess the above
mentioned formats is reported. The table does not
report all format and models considered but only the
most representative among the different categories
mentioned before: standards, proprietary format,
research projects, presentation models, etc.
In the next paragraphs, a short description of the most
relevant factors that have been taken into account to
perform the analysis is reported.

Structural aspects: how an object is
composed in terms of digital essences/files, metadata,
other objects; in which relationships the elements are
arranged; how it is possible to link the internal and/or
external elements of the content, etc. One object
elements may have references/links to other objects
and elements. The structural complexity is a problem
for the content distribution and usage since multiple
paths and non linear stories are not simple to be
streamed and accessed in real time when played.
Regarding structural aspects, cross media formats are
those that may contains other essences, for example
AXMEDIS, SCORM, MXF, etc. In some cases, they
can be also managed as groups of files glued by
presentation models, such as HTML, SMIL.

Behavioral aspects have to do with
synchronizations, animations, functional aspects such
as the coding of procedural aspects into content to be
executed, procedures associated with multimodal user
actions, the business logics of the content. This aspect
is frequently modeled with simple languages (java,
javascript) that could include communications
capabilities, event managements, collaborative and
coordinated activities, processing capabilities, etc. In
formats such as MXF this aspects is missing, while in
MPEG-21 this aspect is delegated to DIP/DIM parts
which are not fully defined in terms of semantics in the



standard. AXMEDIS proposed a large extension to
these capabilities.

Annotation aspects have to do with the aim
of adding descriptors and additional information to
content elements and structure. Thus creating
additional information and non linear paths, that can be
created by a specific user and/or shared with others:
multiuser annotations. Semantic annotations are
fundamental in order to coordinate different tools and
for defining intelligent behavior. It should be possible
to perform annotations of multimedia content such as
audio, video, images, 3D, etc., with multimedia
content. For example, a video can be annotated in a
given point (time and space of a scene) by an audio, a
text, a video, etc.; annotation of images, audio, video,
documents, 3D, animations, etc.; activation of behavior
from annotations, etc. Profiling can be also
dynamically adjusted-tuned on the bases of the user
behavior and interaction.

Metadata and descriptors: the object model
has to include structured knowledge and representation
for an efficient data search and indexing. In order to
generate metadata and semantic descriptors, automatic
and manual technologies are used. In addition, the
model has to support the extension of metadata so as to
host any kind of metadata and to convert them in other
models. Metadata has to include the basic elements
such as identification codes and classifications models.
The object behavior has to be capable to take into
account metadata and descriptors in its evolution.
Descriptors included into content objects such as in
SALERO, KCO, AXMEDIS, may be used for creating
powerful indexing and classification models and thus
for sophisticated query search of content on the basis
of semantics. Descriptors can be also freely added into
AXMEDIS, MPEG-21 or other packages. So that the
indexing and the semantics search can be performed
also on these content formats and models. Descriptors
may be formalized in MPEG-7 of in direct XML.
Ontologies and RDF formats are used as well.

Processing aspects to cope with capabilities
which are needed to process content and data, take
decisions, evolving according to the status, for
example (i) to make internal content processing,
transcoding when an adapted version of a given
content element has to be produced, (ii) to elaborate
data when those accessible are not conformant to those
needed, (iii) to convert formats of video, audio, and
documents, (iv) to make an internal searching even
considering user added content, (v) to take into
account about profiling and status conditions of the
content, etc. Thus reporting in the processing all the
evolutionary capabilities of the model and format. The
capabilities related to take decisions on the basis of the
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current profiles and content status implies a certain
level of autonomy in taking decisions directly enforced
into the content object. This is possible only when the
content itself has some capability of processing logic
instructions via some autonomous engine. Frequently
this possibility is delegate to Java, Javascrip, and/or to
some rule based models.

Interaction aspects can be managed from the
server side, such as the usage of URL in HTML pages,
or from the client side. For example, when all the
interactive possibilities are pre-encoded such as in
MPEG-4, MHP, etc. A mix, when client side
interaction may lead to server side links. Recently,
multimodal user interactions are requested, supporting
different devices (mouse, remote control, mic, gesture,
joystick, etc.), external events and actuators,
interaction with 3D represented environments, etc. The
presence of processing and behavior aspects may help
in creating more powerful interactivity on client side.

Presentational aspects: presentation aspects,
audio and visual aspects and perception, screen layout
format and arrangement, styling, rendering of digital
essences, overlaying on videos, over-positioning on
video, user interaction integration with presentation
level. Among these aspect also the activation of
presentational aspects from behavioral,
synchronization, insertion of 3D animations interacting
with the users and with the other issues of the scene
are very relevant for the new kind of content. MHP
and HTML have the -capabilities of activating
javascript/java  functional aspects so that the
presentation is integrated with behavior, while they do
not present satisfactory integration with the metadata
and with the structural and processing capabilities.

Profiling aspects: data profiling related (e.g.,
of user, device, context, network, etc.) that can be used
to take decisions about behavior and rendering on the
player side. Profiling can be also dynamically
adjusted-tuned on the bases of the user behavior and
interaction. Profiling aspects (user, device, network
and context) are also related to behavioral aspects
since the object behavior should be based on the
profiling. CCPP and MPEG-21 standards can be used
for modeling profiling.

Communication aspects: most of the present
formats are very limited in terms of communications.
They can only communicate with the server side of the
application and the content itself cannot take
communication control among different content
elements. An example is HTML that has good
capabilities of communicating via HTTP protocol
while limitations are present when communication
with other users is needed. MPEG-21 has no support
on these aspects.
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File format aspects: presently most of the
open formats are XML based (e.g., MPEG, SCORM,
HTML) while most of the proprietary are mainly
binary (e.g., Flash, macromedia). The formats are in
large parts covered by patents. The openness of the
format has to be guaranteed, and XML based formats
have to be integrated with those of binary formats.
Some formats may support both XML and Binary such
as AXMEDIS. The advantages of binary formats are
mainly in the performance and file size. Packaged
formats that integrate several essences and data are a
way to reduce complexity as perceived by the user
(e.g., MXF, AXMEDIS). When complex packages are
distributed the binary model may limits the capabilities
of distribution for the complexity of the model, see the
section on Distribution and in general MPEG-21
Digital Item Streaming, AXMEDIS [3] and LIVE [14].

Model management aspects: how the content
object may change its status, issues of versioning and
merge. The versioning has also to do with activities of
linear, non linear undo and selective undo [20]. In
addition, these aspects are even more complex to be
managed when the content can be produced in
collaborative manner [21]. The versioning and
selective undo are strongly related to the control and
protection of the intellectual property: that are the
actions performed and the contributions provided by a
given user in the community, into the complex content.
The versioning can be totally regarded as an authoring
tool feature. On the other hand, versioning and undo
are features requested by the final users and thus the
content has to be saved with the history information
inside, including information about who has performed
the model changes in the collaborative environment.

Distribution aspects: how the object can be
distributed. Most of the formats are mainly focused on
download, while only a part of them can be streamed
or progressively downloaded. When the file format is
structurally complex, containing several essences, the
streaming becomes too complex or impossible. A
balance is needed to have both capabilities without
losing generalities and capabilities. Typically, formats
that can be streamed contain simple resources such as
single audio visual. In some cases, multiple video
streams can be arranged by losing the concept of the
package. The distribution is strongly related to the
protection and digital rights management aspects. Who
is interested in protecting the content has to enforce
into the content model the support for distributing the
content in protected packages or via protected
channels.

Digital rights management, DRM, aspects
have to cope with the management of the IPR
(intellectually property rights) at different levels. The
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technologies of DRM and protection integrated
together should keep under control the consumption of
rights according to rights owners wishes. The DRM
may support different business models such as pay per
play, subscription, etc. Some of the models may be
based on sophisticated REL (rights expression
languages) such as that of MPEG-21 REL and OMA.
Simple solutions are based on CAS, conditional access
systems, which only control the access to the content
from the users. Typical broadcasting distributions of
MHP content (e.g., DVB-T in the present
implementations in Europe) and of MPEG-4 such as in
OpenSKY are based on simple CAS, and thus have
limitations in the number of business models that they
may support and implement. Gently or educative DRM
may provide information to what the user cannot do or
can do without limiting the user actions.

Tools for complex content may range from
simple authoring tools which are capable to cover only
some aspects (see for example the MPEG-4 authoring
tools) to complete authoring tools endowed of graphic
user interface and help to support powerful products
such as Flash, HTML, SMIL. Among the tools, it is
quite diffuse to distribute simple players that allow
playing content without any or with strongly reduced
capabilities of authoring — e.g., flash player, SMIL,
AXMEDIS player. Content tools have to be integrated
with all the above mentioned aspects to be considered
functional to the model. Players may be provided for
multiple platforms such as: PC, PDA, mobiles and
STB.

2.1. Comments

The analysis performed was very complex since
each line of the table implies several aspects to be
assessed, tested and verified. Thus a large number of
models and formats have been reviewed and for each
of them we have given a full Yes only when the
corresponding feature was almost satisfactory covering
a large part of the issues mentioned in the description
of the table line. On the contrary, the table cell has
been left empty. In some cases, the features considered
have been identified as Partially covered by the
solution provided, so that in those cases, a P has been
assigned. In some cases, when the features are covered
by additional tools and A has been placed.

The most challenging features of the next future
content models would be the integration of: content
packaging and semantic aspects with versioning,
multimodal wuser interaction and collaboration
capabilities. These features will provoke a large
revolution on the content formats since structural
changes in the models are needed to supports these
features and the present formats are not ready.



3. Conclusions and future tasks

In this paper, a model and tassonomy for assessing
and comparing complex content models has been
reported. The analysis has been developed in the
context of European Commission project AXMEDIS
in the intelligent content area. The analysis allowed us
to identify a number of topics on which the future
models should evolve and the major lacks in other very
diffuse models and formats. According to the analysis,
collaboration and versioning aspects are most
innovative features to be integrated together with
semantics aspects. The complexity of managing the
versioning, semantics aspects and multiple users and
the related authoring tools are the most relevant
challenges that have to be solved in the next years in
the area of complex intelligent content. The analysis
performed allowed us to draw the design and
implementation of the AXMEDIS model and tools.
Performing now the analysis again, at the end of the
AXMEDIS project, we realized that AXMEDIS
resulted among the models considered one of the most
complete and powerful. Additional future work for
AXMEDIS is mainly in the direction of enforcing
capabilities of multimedia annotation and versioning in
the AXMEDIS/MPEG-21 model. MPEG-21 has basic
support for annotation, while complex structures and
descriptors can be added only by additional modeling
work. The work already started in those directions.
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ABSTRACT

There is a growing demand for Multi-Agent Systems (MAS)
in the software industry. The autonomous agent interaction
in a dynamic software environment can potentially lead to
runtime behavioral failures including deadlock. In order to
bring MAS to the main stream of commercial software
development, the behavior of MAS must be tested and
monitored against the risk of unwanted emergent behaviors
including deadlocks. In this paper, (1) we introduce a
method for preparing test requirements for testing MAS;
and (2) we deploy a MAS monitoring method for deadlock
detection in MAS under test. The first method helps create
test requirements using a resource requirement table from
the MAS analysis and design. The second method monitors
the MAS behavior to detect deadlocks at the run-time. Also,
as model based software techniques such as Multi-agent
Software Engineering (MaSE) are gaining more popularity;
these model based approaches can help MAS developers to
reduce the risk of having unwanted emergent behaviors such
as deadlock in MAS.

Index Terms— Multi-agent system, Software testing,
Deadlock detection, UML.

1. INTRODUCTION

Increasing demand for applications which can communicate
and exchange information to solve problems collaboratively
has led to the growth of distributed software architecture
consisting of several interoperable software systems. One of
the main difficulties of interoperable software systems is
heterogeneity. Heterogeneity reflects the fact that the
services offered by constructed components are independent
from the designers and the design methodology [1].
Different programs written in different languages by
different programmers must operate in a dynamic software
environment. Agent based software engineering is one of
the approaches devised to handle collaboration and
interoperability. An autonomous agent is a computational
entity that can perceive, reason, act, and communicate [2].
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Multi-Agent Systems (MAS) consists of autonomous agents
that try to achieve their goals by interacting with each other
by means of high level protocols and languages [1].
However, the agent interaction can potentially lead to
runtime behavioral failures including deadlock. Thus,
testing and monitoring MAS to eliminate the risk of
unwanted emergent behaviors, such as deadlock, is an
essential precondition for bringing MAS to the main stream
of commercial software. Also, as model-based software
development practices are gaining more popularity [3], more
and more MAS are developed using model-based practices
such as the Multi-agent Software Engineering (MaSE)[4].
Thus, model-based testing techniques for deadlock detection
for MAS can be useful since they can help MAS engineers
to eliminate the risks of deadlocks in the MAS development.

In this paper we focus on proposing a methodology for
testing MAS by preparing test requirements for deadlock
detection. The artifacts used are the models prepared during
the analysis and design stages of a MAS using the MaSE
methodology[4] . Figure 1 illustrates the approach. Using
the procedure explained in Section 5.1, resource
requirement table is constructed based on Control Flow
Paths (CFP) extracted from the MaSE task diagrams. The
resource requirement table is used for searching for potential
deadlocks (Section 5.2). Test requirements for testing MAS
are prepared based on the potential deadlocks. The test
requirements are used to generate the test cases. For
deadlock detection on MAS under test we deploy our MAS
monitoring methodology in [5]. Using the procedure
explained in Section 4, a MAS behavioral model, consists of
UML sequence diagrams, is constructed using MaSE
analysis and design artifacts such as “role sequence
diagram”, “agent class diagram” and “task diagram”. Two
deadlock detection techniques, introduced in Section 6, are
instrumented into the MAS under test’s source code. Test
driver executes the test cases on MAS under test and
runtime deadlocks are detected using the MAS behavioral
model [5].

The remainder of this paper is structured as follows. The
related works and background are described in Section 2.
The MAS metamodel is introduced in Section 3.
Constructing MAS behavioral model based on the MaSE is



discussed in Section 4. Test requirement preparation is
described in Section 5. MAS monitoring for deadlock
detection is explained in Section 6. Finally conclusions and
future work are given in Section 7. An illustrated example is
used to explain the methodology in the subsequent sections.
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2. RELATED WORKS AND BACKGROUND

2.1 MAS Verification and Monitoring
Existing works on MAS verification are categorized into
axiomatic and model checking approaches [2]. In [6],
axiomatic verification is applied to the Beliefs, Desires and
Intentions (BDI) model of MAS using a concurrent temporal
logic programming language. However, it was noticed that
this kind of verification cannot be applied when the BDI
principles are implemented with non-logic based languages
[2]. Also in design by contract [7] pre- and post-conditions
and invariants for the methods or procedures of the code are
defined and verified in runtime. Violating any of them raises
an exception. But as it is also claimed in [2] the problem is
that this technique does not check program correctness, it
just informs that a contract has been violated at runtime.
Model checking approaches seem to be more acceptable
by industry, because of less complexity and better
traceability as compared to axiomatic. Automatic
verification of multi-agent conversations [8] and model
checking MAS with MABLE programming language [9] are
a few examples of model checking approaches that both use
SPIN model checker [10], a verification system for
detection of faults in the design models of software systems.

2.2 Deadlock Detection Techniques

Resource and communication deadlocks models are
considered in message communication systems. Most
deadlock models in distributed systems are resource models
[11-13]. In these models, the competition is on acquiring
required resources and deadlock happens whenever an entity
is waiting permanently for a resource which is held by
another. As indicated in [13], the communication deadlock
model is general and can be applied to any message
communication system. The communication model is an
abstract description of a network of entities which
communicate via messages. A deadlock detection
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mechanism based on the communication model deadlock
for distributes systems and operating systems is provided in
[13]. In literature a deadlock situation is usually defined as
“A set of processes is deadlocked if each process in the set
is waiting for an event that only another process in the set
can cause” [14]. There are four conditions that are required
for a deadlock to occur [14]. They are (1) “Mutual
Exclusion” which means each resource can only be assigned
to exactly one process; (2) “Hold and Wait” in which
processes can hold resources and request more; (3) “No
Preemption” which means resources cannot be forcibly
removed from a process; and (4) “Circular Wait” which
means there must be a circular chain of processes, each
waiting for a resource held by the next member in the chain
[14]. Similar to other types of the faults there are four
techniques commonly used to deal with deadlock problem:
ignorance, detection, prevention, and avoidance [14].

2.3 Agent Based Development Methodology: MaSE
MaSE uses several models and diagrams driven from the
standard Unified Modeling Language (UML) to describe the
architecture-independent structure of agents and their
interactions [4]. In MaSE a MAS is viewed as a high level
abstraction of object oriented design of software where the
agents are specialized objects that cooperate with each other
via conversation instead of calling methods and procedures.
There are two major phases in MaSE: analysis and design
(Table 1). In analysis phase, there are three steps which are
capturing goals, applying use cases and refining goals. In
the design phase, there are four steps which are creating
agent classes, constructing conversations, assembling agent
classes and system design[4].

Table 1- MaSE methodology phases and steps [4]
MaSE Phases and Steps Associated Models

1. Analysis Phase

a. Capturing Goals

b. Applying Use Cases

c. Refining Roles

2. Design Phase

a. Creating Agent Classes

b. Constructing Conversations
c. Assembling Agent Classes
d. System Design

Goal Hierarchy
Use Cases, Sequence Diagrams
Concurrent task, Role Diagram

Agent Class Diagrams
Conversation Diagrams
Agent Architecture Diagrams
Deployment Diagrams

3. MAS METAMODEL

Figure 2 shows a metamodel for the MAS structure. In this
figure, each MAS can be presented by MAS behavioral
model in terms of sequence diagrams which shows the
conversations of several agents and the message exchanging
among them. The way of constructing such kind of
behavioral model from MaSE design and analysis diagrams
is introduced in Section 4. Each MAS consists of several
agents whose roles are the building blocks used to define
agent’s classes and capture system goals during the design



phase. Associated with each role are several tasks and each
task can be presented by MaSE task diagram [4]. A task
diagram in MaSE is a UML state machine diagram which
details how the goal is accomplished in MAS and can be
represented by a Control Flow Graph (CFG) [15, 16]. A
CFG is a static representation of a program that represents
all alternatives of control flow. For example, a cycle in a
CFG implies iteration. In a CFG, control flow paths (CFPs),
show the different paths a program may follow during its
execution.

MAS
Behavioral
Model

1
1% 1.

Sequence
Diagram

Agent

Control Flow
Path

;

Control Flow
Graph

Agent Role

Q.-

MaSE Task 11
Diagram

UML State 11
Machine
Diagram

Figure 2- metamodel for MAS

4. CONSTRUCTING MAS BEHAVIORAL
MODEL

Agents of a MAS communicate by exchanging messages.
The sequence of messages is useful for understating the
situation during faults detection conversation. A common
type of interaction diagrams in UML is a sequence diagram
in which each agent or role is represented by a lifeline in
sequence diagram.

We deploy a method for transforming the conversations
of agents from MaSE to UML sequence diagrams. These
sequence diagrams are used in MAS monitoring method for
deadlock detection in MAS under test [S]. The MAS
sequence diagrams is not provided by MaSE per se and must
be constructed using information provided by the MaSE
artifacts such as role diagram and agent class diagrams [2].

The role sequence diagram in “Applying Use Cases”
step in analysis phase of MaSE shows the conversations
between roles assigned to each agent [4]. The agent class
diagram is created in the “Constructing Agent Classes” step
of MaSE represents the complete agent system organization
consisting of agent classes and the high-level relationships
among them. An agent class is a template for a type of agent
with the system roles it plays. Multiple assignments of roles
to an agent demonstrate the ability of agent to play assigned
roles concurrently or sequentially. The agent class diagram
in MaSE is similar to agent class diagram in object oriented
design but the difference is that the agent classes are defined
by roles, not by attributes and operations. Furthermore,
relationships are conversations between agents [4]. Figure 3
shows examples of MaSE role sequence and agent class
diagram.
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The approach for constructing sequence diagrams based
on the two above mentioned MaSE diagrams is defined as
follow [5]. Each role sequence diagram is searched for the
roles which are listed in the same agent class in the agent
class diagram. Then, all of the roles in each role sequence
diagram are categorized based on the agent which they
belong to. Therefore, each category corresponds to an agent
class in agent class diagram and the messages which it
exchanges with other categories are recognizable. On the
other hand, a new agent sequence diagram can be generated
from agent class diagram which the lifelines are agents’
types. The recognized messages between each two
categories are entered into agent sequence diagram as a new
conversation. For example, in Figure 3, the role sequence
diagram 1 is categorized into three different categories, the
first one consists of Role 1 and Role 2 and the second one
consists of Role 3 and Role 4 and the last one consists of
Role 5. The first one corresponds to agent class 1, the
second one corresponds into agent class 2, and the third one
corresponds to agent class 3. The constructed agent
sequence diagrams from role sequence diagram 1, 2 and 3
and agent class diagram in Figure 3 are shown in Figure 4.
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Figure 3- MaSE role sequence and agent class diagrams
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UML provides ways to model the behavior of an object
oriented system using different types of diagrams such as
state machine diagram. UML’s state machine diagram is
based on finite state machines (FSM) augmented with the
concepts such as hierarchical and concurrent structure on



states and the communications mechanism through events
transitions[3]. UML’s state machine diagram is commonly
used to describe the behavior of an object by specifying its
response to the events triggered by the object itself or its
external environment. State machine diagram has long been
used as a basis for generating test data [15-17]. In MaSE [4],
roles are the building blocks used to define agent’s classes
and capture system goals during the design phase. Every
goal is associated with a role and every role is played by an
agent class. Role definitions are captured in a role model
diagram which includes information on communications
between roles, the goals associated with each role, the set of
tasks associated with each role, and interactions between
role tasks. In MaSE, a task is a structured set of
communications and activities, represented by a state
machine diagram [4]. The MaSE’s task diagram is then
converted to UML’s state machine diagram by converting
some MaSE’s task diagram notations such as the protocol
transition, choices, and junctions to the UML notation.
Using the state machine diagram, the CFG and its associated
CFPs can be identified [15, 16].

5. TEST REQUIREMENT PREPARATION

In this section we focus on proposing a methodology for
testing MAS by preparing test requirements for deadlock
detection. Test requirements are generated using resource
requirement table defined in Section 5.1.The resource
requirement table is used in search for deadlock potentials
(Section 5.2). The results from search for deadlock
potentials are used for test requirement generation (Section
5.3). The test requirements are used by testers to generate
the test cases for deadlock detection in MAS.

5.1 Resource Requirement Table for Agents

As discussed in Section 4, the behavior of each agent can be
presented by the several MaSE task diagrams each reflecting
a task assigned to a specific role of an agent. Each task
consists of several CFPs that represent the different runs of
the MaSE task diagram represented by UML state machine
diagram. During the execution of each CFP, several
resources are held and acquired by an agent. We define
resource requirement table for each agent which shows the
resource requirement for different tasks which are assigned
to different roles of an agent (see Figure 5). Each row in
resource requirement table shows the Required Resource Set
(RS;j) during execution steps of a specific CFP;. If the
required resources needed by a particular CFP; are changed
during its execution, a new set of the required resources on
that stage is added to the resource requirement table for that
CFP. Each column in resource requirement table represents
the Sequence of Required resource Sets (SRS;) by one CFP;
. We present the SRS formal definition as below:

SRS; = < RS;j|RS;j is the jth required resource set of the CFP; >
And
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RS;j = { Ry|R, is a required resource by CFP;}
The metamodel in Figure 6 depicts the definition of
resource requirement tables and its elements.

Task 1 Taskn

CFPyy CFPy, CFPyy - | CFPy,, CFPyy CFPya CFPy,

{Ry}
{R1,R2}
{Ra}
(R4}
{R4,Rc}

Agent;

(R3,Ry9
1

Figure 5- An example for Resource Requirement Table for
Agent

Resource 1 1

Requirement Table MaSE Task

Sequence of

Required 1 1

Resource Sets
(SRS)

Required Resources
Set (RS ) 7 1

Resource (R}

Figure 6- Resource requirement table metamodel

5.2 Search for Potential Deadlocks

In order to prepare the test requirement for deadlock
detection between the CFPs, we first describe a scenario in
which a deadlock happens. Figure 7 shows an example of
resource allocations and resource requests (wait-for graph
[18]) in deadlock situation.

«CFP; requested «CFP;holds Ry »

¢ «CFP; requested
to acquire Ry »

to acquire Ry» /

c, C,

CFP,

Rz CFP,

Cs

«CFP holds R,

R¢ CFPs Rs

«CFP;requested
to acquire Ry »

Figure 7- Resource allocations and requirements in deadlock
situation (wait-for graph)

«CFP; holds Ry »

For explanation simplicity, we consider a situation that
the RS set for each CFP has only one member .Each CFP
holds one and request for acquiring the next required
resource. The required resource may have already been
acquired by another resource and the requestor has to wait
for that resource. In resource model, CFP; is said to be
dependent on another CFPj if there exists a sequence of
CFPs such as CFP;, CFP,, ...,CFP, where each CFP in
sequence is idle and each CFP in sequence except the first
one holds a resource for which the previous CFP is waiting.



If CFP; is dependent on CFPy, then CFP; has to remain in
idle status as long as CFPy is idle. CFP; is deadlocked if it is
dependent on itself or on a CFP which is dependent on
itself. The deadlock can be extended to a cycle of idle CFPs,
each dependent on the next in the cycle. Therefore, the
deadlock detection approach is to declare the existence of
that cycle.

The information for each SRS; for each CFP; can be
retrieved from the resource requirement table defined in
Section 5.1. In the Figure 7 wait-for graph [18], each
resource set (each resource set has just one member in this
example) in the cycle will be in sequence of required
resource sets (SRS) of two CFPs. One CFP is holding the
resource set and the other one requesting for acquiring it. As
an example, {R;} is required by both CFP; and CFP; as it is
shown below:

{R:} € SRS; =<{R;},{R,} > and SRS; =< {R3},{R,} >

The procedure of finding potential deadlocks in the
behavioral model of MAS is defined as follow. The
sequence of required resources set by a CFP; (SRS;) is
retrieved for the all the CFPs in the MAS from the resource
requirement table (Section 5.1). For each CFP, we assume
that it is holding one of its required resource sets (RS;;).
RS; ; represents the jth required resource set of the SRS;.
Then, the next required resource set by that CFP, Next; is
identified using the SRS; for CFP;.We search inside the
SRSs for other CFPs that require at least one resource from
Next; and assume in the worst case, they are holding it. We
repeat this procedure until we find one CFP requiring a
resource which is held by the CFP that we have already
traversed by our procedure. In this case a deadlock cycle is
detected. We consider this cycle as a potential deadlock
cycle.

We explain the procedure with an example shown in
Figure 8. For explanation simplicity, we consider a situation
that the RS set for each CFP has only one member .We start
the procedure from CFP; and assume that it holds its first
resource set {R;} . The next required resource set by CFP; is
{R,} . We assign the next required resource set by CFP; ,
Next, as {R,} and search the CFPs which has at least one
resource from Next; ( in this case just {R,}) as the required
resource in their sequence of required resources sets SRS;.
CFP, is found and it is assumed that in the worst situation it
holds R,. So, if CFP, holds R,, the next resource set
required by CFP, is {R3} according to the SRS,. The search
is started again for finding the CFPs which require R5 as the
required resource. CFP; is found and it is assumed that it
holds R; . So, the next resource set required by CFP; if it
holds R is {R;} . We find out that R; has been already
assumed to be held by CFP; when we wanted to start the
procedure. Therefore, a deadlock potential cycle is detected.

The pseudocode of searching for the potential deadlock
cycles is shown in Figure 10. In finding the potential cycles

81

function we define potential deadlock cycle data structure
PotentialDeadlockCycle, which illustrates r-th potential
deadlock in the MAS as below:

PotentialDeadlockCycle = {(CFP;, RS, RSy) | CFP; is
holding required resource set RS,, and requesting for acquiring
required resource set RS, }

So, bases on the explained procedure the potential
deadlock cycle, PotentialDeadlockCycle, for the example
provided in Figure 8 is created as follow:

PotentialDeadlockCycle;=
{(CFPLr {Rl}l {RZ})' (CFPZ,! {RZ}J {R3})' (CFP3,1 {R3}r {Rl}) }

These potential deadlocks which are found by the
explained procedure are used for test requirement generation
in the Section 5.3.

/\CFP‘, Holds R,
CFP, Rz

N g2

RS

List of resources required by
CFP; in sequential order

Is held by CFP,
R4
CFP; Holds R;
=] R2
CFP, Req Ra_|
™ R3

List of resources required by
CFP; in sequential order

Is held by CFP; R7
CFP; Holds Rs
R3
CFP; Requests Ry
N R
Is held by CFP;

List of resources required by
CFPs in sequential order

Figure 8- An example of finding deadlock potentials in the
behavioral model of MAS

5.3 Test Requirement

We define the test requirement metamodel for testing MAS
for deadlock detection and for each deadlock cycle in Figure
9. As it can be seen in Figure 9 test requirement for
deadlock detection for a single deadlock cycle is divided
into two parts. The first part is the Hold Set (HS) which
represents the resource holdings in the MAS and is defined
as below:



Hold Set: HS= {(CFP;, RSy, )| CFP; is holding required resource set
RS, }

Test Requirment

1 1
“ N rewse ‘ ‘ ’O‘(ordered}
1.*

Figure 9 - Test requirement metamodel

Circular
Request
Sequence

The second part is the Circular Request Sequence (CRS)
which shows the sequence of resource requests in the MAS
and since it represents a cycle of requests we call it Circular
Requests Sequence. It is defined as follow:

Circular Requests Sequence: CRS = < Reqy, Req,,..., Req,>
Req; = (CFP;, RS,)|CFP; requests for acquiring required resource
set RS,

In Figure 8 example, the test requirement based on the
potential deadlock cycle ( PotentialDeadlockCycle,) found
in the Section 5.2 is prepared as below:

HS= {(CFPy,{R,}), (CFP;,{R,}), (CFP3,{R3})}
CRS = <(CFPy,{R,}), (CFP;,{R3}), (CFP3,{R,})>

SoFarTraversed= {(CFP;, RS, RS,) | CFP; is holding required resource set RS,, and
requesting for acquiring required resource set RS}
FindPotentialDeadlocks( SRS;, RS;; )
{
Next;= NextRequiredResourceSet ( SRS;, RS;; )
Add (CFP;, RS;j Next;) to SoFarTraversed list
Add ( CFP;, RS;; ) to the HS set
If there is any CFP; other than SoFarTraversed in MAS Next; is in its SRS;
Then For each CFP; in MAS that Next; is in its SRS;
e Assume that each CFP; holds Next;
o Find the next required resource set for each of them (Next;)
o Search in HS to see if the Next; that they require has been already assumed
to be held
o If Next; exists in HS
Then so add SoFarTraversed+(CFP;, Next;, Next;) as a new
PotentialDeadlockCycle,. , Return
Else
Call FindPotentialDeadlock ( SRS;, Next;)
End if
End For
Else
Return
End if

1

s

Main ()

{

Forall SRS; in MAS

For all RS;;, in each SRS;
FindPotentialDeadlocks ( SRS;, RS;; )

}

Figure 10- A pseudo-code for searching potential deadlocks

5.4 Testing MAS for Deadlock Detection
The test requirement prepared in Section 5.3 is used by a
tester to generate the test cases for deadlock detection. In
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each test case the hold (HS in test requirement) and request
(CRS test requirement) situations should be created and the
system is tested to check if deadlock happens. Generated
test cases are executed using the test driver. In this step, a
deadlock detection methodology for executing system at
runtime is required to detect the deadlocks and report them
as fault. Our monitoring method for deadlock detection [5]
can be used as the deadlock detection methodology to
monitor the system behavior at runtime to detect deadlocks.
This methodology focuses on model based deadlock
detection by checking MAS communication for existence of
deadlock. During the next section (Section 6) the method
and its application to our approach in this paper is presented.

6. MAS MONITORING FOR DEADLOCK
DETECTION

MAS monitoring for deadlock detection [5] is a model
based deadlock detection which checks MAS
communication for existence of deadlocks. The artifacts
used are the models prepared during the analysis and design
stages of a MAS using the MaSE methodology[4]. An
overview of monitoring approach is also illustrated Figure 1.
In the MAS monitoring the source code of the system is
instrumented with two deadlock detection techniques
discussed in this section to enable runtime deadlock
detection in MAS under test.

6.1 Deadlock Detection in Resource Deadlock Model
Resource model of MAS consists of agents, resources and
controller agents. A controller agent is associated with a set
of agents and a set of resources which it manages [5].
Agents request for acquiring resources from their controller.
Also, the controller can communicate with other controllers
in case of requesting resources from other controllers. In [5]
a gateway agent is proposed as a translator of the
controllers’ communications. In, a communication protocol
is defined for controller agents to communicate, acquire
resources and handle behavioral faults such as deadlock.

Whenever agent A, in controller C; needs to acquire a
resource R; associated to another controller Cj, it sends its
request to its controller C;. C; communicates with
controller C; regarding the requested resource R;. If the
required resource is available, C; provides that resource for
agent A, in controller C; .But if it is hold by another agent
Ay, C; provides the identification of agent 4, to controller C;
. So, each controller agent has information about the internal
resource allocation inside its set and the external resources
that each agent in its set has already acquired or wants to
acquire.

In order to determine for an idle agent A, whether it is
in deadlock state or not, a communication is initiated by its
controller agent. In deadlock detection communication,
controller agents send an investigator message to each other.
An  investigator  message is of the  form



Investigator(n,m,a,b,r,c) denoting that it is initiated by
controller of agent A, for process P, and transaction T,
regarding agent A, which requested to acquire resource R,
that it is currently held by A, . It follows that if C; receives
Investigator(n,m,a, b,r,a) from another controller for any
possible b and r and if R, is one of the resources which is
held by A,, a circular wait is detected and C; declare A, as
deadlocked.

Figure 11 shows the message communication between
controllers for deadlock detection for the wait-for graph
scenario discussed in Figure 7 (Section 5). Agent A; is
holding resource R; associated to its controller C; and
requested to acquire R, associated to controller C,. A, in
C, is holding R, and requested to acquire R; from C;. Az in
C;1s holding R; and requested to acquire to acquire R;
which is held by A; . According to our assumptions for
resource deadlock model, three of four deadlock conditions
are true in this example which are (1) “Mutual Exclusion”;
(2) “Hold and Wait”; (3) “No Preemption”. Also as it can be
seen in Figure 11 the fourth condition circular wait can be
detected after receiving Investigator(n, m, Ay, A3, R, A;) by
C; and identifying that R; requested by A; and is held
by A;. So all the four condition of deadlock is true and
C; can declare A; as deadlocked.

6.2 Deadlock Detection in Communication Deadlock
Model

In the communication deadlock model of MAS there is no
controller agent or resources. Associated with each idle
agent is a set of dependent agents which is called its
dependency set. Each agent in that set can change its state
about one particular task from idle to executing upon
receiving a message from one of the members of its
dependency set regarding that task. We define a nonempty
set of agents as deadlocked if all agents in that set are
permanently idle regarding a special task. An agent is called
permanently idle, if it never receive a message from its
dependency set to change its state. In the more precise
definition, a none empty set of agents .S is called deadlock if
and only if all agents in S are in idle state, the dependency
set of every agent in S is a subset of S and there are no
active conversation between agents in S. Based on this
definition, all agents in the set can be called permanently
idle, if the dependency set of each agent such as A; isin S,
so they are all in idle state, and also if there is not any
trigger message in transit between agents just because there
is no active conversation.

An idle agent can determine if it is deadlocked by
initiating a deadlock detection conversation with its
dependency set when it enters to idle state. An agent 4; is
deadlock if and only if it initiates a query conversation to all
the agents in its dependency set and receives reply to every
query that it sent. The dependency set for each agent is
identified using the MAS behavioral model constructed in
Section 4. The purpose of initiating this query is to find out
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if the agent A; belongs to a deadlock set S with the
mentioned conditions above. On receiving a query by an
idle agent in dependency set, it should forward the query to
its dependency set if it has not done already.

C,: Controller Agent ‘ Cs : Controller Agent
T
|

| —
Deadlock detection query initiation
for idle agent A

‘ C4: Controller Agent ‘ ‘
T

R3 is requiret
by A; and is
held by A4, So
Aqis
deadlocked

Investigator(n,m, A, A, Ry, Az |
|

i I
Investigator(n,m,A,,A;,R; A3)
‘ i

| I

!

|
Investigator(n,m,A.,A; R, Ay) i

Figure 11 - deadlock detection example in resource
deadlock model

Each query has the form
DeadlockDetectionQuery(n,m,i,a,b) denoting this message
belongs to mth deadlock detection communication initiated
for nth communication in MAS by agent A; which is sent
from agent A, to agent A, .Each agent A keeps the latest
deadlock detection communication which it has been
participated in it by LatestDeadlockDetectComm(i)
denoting the latest deadlock detection communication
number that A, was participated in it and initiated by 4;.
The state of ecach agent (idle/executing) also is stored
by State(n,m,i) denoting the state of agent A, for mth
deadlock detection communication initiated by A; for nth
communication in MAS. Also the number of replies which
should be received by an agent for mth deadlock detection
communication initiated by A; for nth communication in
MAS is stored in NumOfReplies(i).

We present the following scenario as an example for
deadlock detection in the communication deadlock model of
a hypothetical MAS with the sequence diagrams shown in
Figure 4 (Section 4). In this scenario, agent A; is executing
and has not received any message in one of its
communications (in this case the communication in Agent
SD 1) for a defined time 7 from its dependency set {4,
As}. This is since A, and A5 are both in waiting state and A,
is not aware of it. After the defined time 7 , A, identifies
itself as an idle agent and initiates a deadlock detection
conversation with each agent in its dependency set. An
agent A, declare itself as deadlocked if and only if it
initiates a query conversation to all the agents in its
dependency set and receives reply to every query that it had
sent.

The complete deadlock detection scenario for the
mentioned scenario is shown as a sequence diagram in
Figure 12. A; initiates two query conversations with its
dependency set which are A, and A; . A, and A3 propagate
the queries to their own dependency set which are{ 44, 43 }
for A, and { A, , A,} for A; . Respectively A, and A,
receive reply from their own dependency sets. Thus they
both replies to A; which is the initiator of deadlock queries



in this scenario. So, A; receives reply for all quires which it
had initiated to its dependency set. So, is declares itself as
deadlocked.

‘ sD DeadlockExampleScenano

A setthe [\
Aq: Agent
Class 1

NumOfReplies(1) to 2
which is the number
replies which it
D adlock Communication
initiation for idle Ar for
comm mication 1 in MAS

Az: Agent
Class 2
should receive
T

to declare itself
Par |, DeadlockDetectionQuery(1,m,1,1,2)

as
par

NumOfReplies(1)= N i Tmi21)

At Agent
Class 3

Propagation of query to A; ‘s
Dependency set

DeadlockDetectionQuery{1,m,1,2,3)

(< Reply(1,m1,3.2

reply from all in its
] dependency set

A reply to Ay
because it received

NumOfRepliest1)-1=1 Reply(1,m1,1,2)

Reply(1.m1.2,%)

1,m,1.1.3)

ropagation of query to Ag ‘s
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A3y |
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Reply(1.m,1.1,3).

|
DeadlockDetectionQuery(1,m,1,2,3)

Repiyi1.m1,32)

NumQfReplies(1)=
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SS0Ais

Because it received
Reply for all its
initiated queries

Figure 12 — A deadlock detection scenario in
communication deadlock model using our technique
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le———  communication initiated
for communication 1

7. CONCLUSION AND FUTURE WORK

In this paper, we presented a methodology for test
requirement generation and monitoring the behavior of
MAS. The methodology is used to detect deadlocks as one
of the unwanted emergent behaviors. Test requirements for
deadlock detection are prepared using a resource
requirement table. The test requirements are used by a tester
in test case generation process. Test cases are executed
using a test driver on the MAS under test. For deadlock
detection in the MAS under test, a MAS monitoring
methodology is proposed using our work in [5]. The source
code of the system is instrumented with specific instructions
in terms of deadlock detection techniques to enable runtime
deadlock detection. As the future work, we plan to automate
the test case generation process based on the test
requirement for deadlock detection in MAS. Also, our
methodology will be applied to a few more MAS case

studies to evaluate its coverage, effectiveness and
efficiency.
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ABSTRACT
In this paper, an IP-surveillance system using

interactive dual camera hand-off control with FOV
boundary detection, which is called IIDCHC-FBD, is
developed. The proposed camera hand-off control is used
to assist client applications in changing a monitoring
connection automatically when tracking people move
between dual cameras in an enclosed rectangular

surveillance environment, e.g. an ATM lobby or a museum.

According to experimental results, IDCHC-FBD would be
a feasible solution that provides more reliable and scalable
surveillance services in the next-generation IP-surveillance
system.

1. INTRODUCTION

Nowadays, most surveillance systems still need
considerable human input to monitor potential threats.
Thus, it may cause the key frames to be lost, or need too
many operators to control. In contrast, this system can
capture key frames automatically without too many
operators anymore. Otherwise, there is some research that
uses a large number of multiple sensors: floor pressure
sensors [1], infra-red sensors [2], RFID (radio frequency
identification) tag systems [3] and cameras, to detect the
position of users and track their movement. In addition, a
joystick can be used to control the direction of movement
of a PTZ (pan-tilt-zoom) camera to track an intruder. But,
it is subject to human error.

Furthermore, recently some research has proposed
dual-camera frameworks. Collins et al. [4] describes a
master-slave architecture designed to acquire biometric
imagery of humans at distance with a stationary wide field
of view master camera is used to monitor an environment
at distance and a narrow field of view slave camera is
commanded to acquire the target human. Liu et al. [5]
reports the design and develops a hybrid video camera
system that combines the best aspects of PTZ cameras and
a panoramic camera. Nevertheless, in all research, both
cameras are placed facing the same direction, hence,
frequently reducing the possibilities of capturing good
quality frontal images of the monitored people. For
example, when intruder moving and back to the camera
will cause these systems to miss information about the

* This work was supported in part by project grant NSC 96-2218-E-
006-287 from the National Science Council, Taiwan, ROC.
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intruder’s face. The high quality frontal images can be
useful for further automated processing e.g. the tracking of
an identified object, face finding, face recognition etc.
Therefore, acquiring information of the face is an
extremely important task. In general, the intruder faces
toward the direction in which he advances. This property is
utilized to design an interactive dual camera hand-off
control approach to decide automatically that which
camera is the best suited for obtaining images of the face
of the intruder.

The aim of IIDCHC-FBD is to develop an intelligent
video-based surveillance system for tracking the intruder
automatically with the best suited camera.

The characteristics of IDCHC-FBD are threefold:

1. Cameras can track the intruder automatically without

human assistance.

2. The system is capable of selecting the camera best
suited to achieve surveillance task.

3. The system can procure optimum surveillance purpose
while deploying the least number of cameras.

The organization of the remainder of the paper is as

follows. In section 2, the detailed description of our

framework and a scenario in a simulated environment is

provided. In section 3 the details of the practical

implementation for the scenario are described. In section 4

the work done and the contributions made are summarized.

2. PROPOSED FRAMEWORK

The proposed framework uses two cameras to
undertake the task of monitoring the door to detect any
new intruders while tracking a current intruder. A
diagrammatic representation of the surveyed premises used
for experiments in our framework has been shown in
figure 1.

The framework decides which camera is better suited
for tracking the intruder. The other camera automatically
takes over the task of monitoring the door. In our
framework, a minimum of two cameras are required so as
to provide images of the face in both directions.

2.1 The algorithmic approach for the proposed
framework (Interactive dual camera hand-off control
algorithm)

The algorithmic approach for the proposed framework
has been illustrated in figure 2. The triggering event for the



dual camera system is the entry of an intruder into the
room. By object segmentation (section 2.2), the centroid of
the intruder can be ascertained. At present, the masterCam

tracks the intruder and the slaveCam monitors the entrance.

According to our Camera moving algorithm (section 2.3),
the system can decide the direction of movement of the
masterCam.

Subsequently, the system can select the best suited
camera to track the intruder by way of Camera selecting
algorithm (section 2.4). In hand-off, the slaveCam passes
information about the current intruder’s position to the
masterCam. The masterCam continues to track the intruder

until he exits the surveyed premises.
=7 5

.
/ cameral |
Entrance i

TA MY

cameral

Fig.1 The surveyed premises

‘ Wait until an intruder enters the room ‘

l masterCam:
Camera all d
‘ masterCam tracking ‘ the task of
| tracking the
intruder.
FOV boundary detection
slaveCam:
1 Camera allocated
The best suited camera selection the task of
with the vector space monitoring the
l entrance.

e

Fig. 2 Interactive dual camera hand-off control algorithm

2.2 Object segmentation

In order to obtain the centroid of the intruder, a
Background subtraction algorithm has been adopted to
identify the alien image of the intruder in the scene. The
background image is stored as the reference image, in
which there is no movement. Then, in every subsequent
frame subtract the reference image to extract the alien
image of the intruder. Having ascertained an image of the
intruder, a bounding-box can be applied to him. Finally,
the centroid of the intruder can be found based on the
bounding-box.

2.3 FOV boundary detection

The first definition at time t, the coordinate of the FOV
(field of view) is (Xgq) > Yr) which is called FOV(t), and
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FOV(t) is a global coordinate. Every FOV has an unique
coordinate respectively.

There is the position of the centroid of the intruder
which is (¥, yc) on the inside of the every FOV; yg, is the
x-axis position of the right dotted line (right boundary);
yei 1s the x-axis position of the left dotted line (left
boundary); yg, is the y-axis position of the above dotted
line (up boundary); ygq is the y-axis position of the under
dotted line (down boundary); (e, Yc), XBr> %81, YBu and Ygqg
are local coordinates (Figure 3).

Here, a Camera moving algorithm is proposed that will
decide the direction of movement of the masterCam
according to the position of the centroid in the current
FOV.

Camera moving algorithm:

View by camera2:

(Xrrs Yee)=Xep) 1L, Yegtl), if(e>ys)&&(ye<ysu) ;

(Xear1), Yre )= Xew)-1, Yo t1), if (e &&(yc<ysu) ;

(XF(Hl)aYF(Hl)):(XF(t))'I:YF(t)'l)a He<yp) &&(y> yBa) 5

(Xear), Yre )= Xe) 1, Yr-1), (¥ &&(ye> yaa) 5

(Xeqrn), Yre )= Xe) 1, Yre), if (>

(Xeqr), Yee )= Xe©)-1, Yeq), He<xs) ;

(Xery Yeen)=Xew), Yeopt D), if (Ye<ysu) ;

(Xern), Yre1)=(Xew), Yeo-1), if (Yo ¥Ba) 5

Do nothing, otherwise;

View by cameral:

(Xrer Yee)=Xe)-1,Yep-1), if (1) &&(Yc<ysu) ;

(X1 Yrern)=(Xe) L, Yro-1), i (e &&(Ye<ygu) ;

(Xeer1y Yrer1)=(Xee) 1, Yo+, 1<y &&(Ye> V)

(Xrer Yee)=Xew)-1, Yee+1), if(e>ys) &&(ye> ya) ;

(XF(HI )7YF(H1 )):(XF(t)) -I,YF(t)), if (Xp>XBr) 5

(XF(H—I):YF(H—I)):(XF(t)) +13YF(t))’ if(Xc<XBl) 5

(XF(H—1):YF(H-I)):(XF(t)):YF(t) -1), if (ye<ysu) ;

(XF(H—I):YF(H—1)):(XF(t)):YF(t) +1), if (Yc> YBd) 5

Do nothing, otherwise;
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2.4 The best suited camera selection with the vector
space

In this framework, the vector space can express which
camera is the best suited to track the intruder (Figure 4). If
-45°<0 < 135°, the best suited camera is cameral. If
135°<0<<315°, the best suited camera is camera2.



Based on two contiguous FOVs, a Camera selecting
algorithm to get a motion vector and an included angle 0
between the motion vector and the x-axis. Combining 6
with the vector space will select the camera best suited to
track the intruder.

For example, FOV(t)= (Xgx), Yry) at time t and
FOV(t+1)= (Xgwr1y, Yrwny) at time t+1. Based on the
difference of the coordinates between FOV(t) and
FOV(t+1) to get a motion vector = <Vx, Vy> and an
included angle 6= tan" (Vy / Vx). Hence, the current best
suited camera can be selected by the vector space (Figure

5).
i
semny” cameral

135 N\ ganan==""""

45

180" | 45

A\

270°

-45'= 9 <185 : camera 1 tracking
135°= ¢ < 315" : camera 2 tracking

Fig. 4 represents diagrammatically the vector space allowing the best
suited camera to be selected according to the angle 6.

At time t+n,
Xy ' Y
FOV(t+1)= (XFWU s Yn““) ( F(t+1) x(m)) .

K * Ye)
V= X Xe
V= Yeen = Yeg
O=tan (V,/V,))

Attime t » FOV()= (X * Yy)

Fig. 5 explains diagrammatically how a motion vector and an included

angle 0 (between the motion vector and the x-axis) are obtained.

2.5 Scenario C

The intruder moves from the left to the right, then turns
around and goes back to the origin (Figure 6). When the
intruder is moving, the system always selects the camera
best suited to track him. Without the loss of generality,
cameral is the slaveCam (monitoring the entrance) and
camera? is the masterCam (tracking the intruder). The top-
left rectangle is the current FOV of cameral. The top-
middle rectangle is the current FOV of camera2. The small
rectangle is the position of the centroid of the intruder. The
dotted line is the right boundary of the current FOV of the
masterCam (Figure 7).

The intruder moves right and the position of the
centroid of the intruder surpasses the right boundary of the
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Fig. 10 The masterCam is
cameral just now

current FOV of the masterCam. The masterCam is
panned right to the next FOV (Figure 8). Based on the
difference of the coordinates between the previous and
current FOV, a motion vector and an included angle 6=0°
(between the motion vector and x-axis) are obtained. Due
to 6=0°, thecamera best suited is selected by the vector
space, which is cameral. Hence hands-off control is
achieved (Figure9). Camera2 passes the current FOV’s
coordinate to cameral and camera2 changes from being
the masterCam to being the slaveCam to monitor any new
intruders. At the same time, cameral changes from being
the slaveCam to being the masterCam and turns to the
position of the intruder immediately (Figure 10).

Fig. 9 Hand-off realized

3. EXPERIMENT RESULTS

Sample results from the fully automated system that
tracks the intruder across dual cameras in section 2.5 are
presented here (Figure 11). The input image size is
640x480 and the frame rate is 30 fps using two AXIS PTZ-
215 (Pan Tilt Zoom) IP cameras.
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Without the loss of generality, cameral is the
slaveCam and camera2 is the masterCam (a). The intruder
moves right and the intruder’s position of the centroid
surpasses the right boundary of the current FOV with the
masterCam (b). The masterCam is panned right to the next
FOV (c). Based on the difference of the coordinates
between the previous and current FOV, a motion vector
and an included angle 6=0° between the motion vector and
x-axis are acquired. Due to 0=0°, the camera best suited to
tracking the intruder is selected by the vector space, which
is cameral. Hence hand-off control is realized. Camera2
passes the current FOV’s coordinate to cameral and
camera2 changes from being the masterCam to being the
slaveCam which monitors any new intruders. Likewise,
cameral changes from being the slaveCam to being the
masterCam and turns to the position of the intruder
immediately (d). The masterCam tracks the intruder
continuously and the slaveCam monitors the entrance
continuously if hands-off control fails to happen between
(e) and (j).

Until the intruder turns (k), the intruder moves right
and the intruder’s position of the centroid surpasses the
right boundary of the current FOV (1) and the masterCam
is panned right to the next FOV (m). A motion vector and
an included angle 6=180° between the motion vector and
x-axis are obtained. Due to 6=180°, the camera best suited
to tracking the intruder is selected by the vector space,
which is camera2. Hence hands-off control is achieved.
Cameral passes the current FOV’s coordinate to camera2
and cameral changes from being the masterCam to being
the slaveCam which monitors any new intruders. Likewise,
camera? changes from being the slaveCam to being the
masterCam and turns to the position of the intruder
immediately (n). The masterCam continuously tracks the
intruder and the slaveCam continuously monitors the
entrance since hand-off control has not been activated
between (0) and (y) until the intruder comes back to the
origin(z).

4. CONCLUSIONS

In this paper, the key components of a fully
automated system that can track the intruder in a dual-
camera indoor surveillance scenario is presented.
Experimental results have demonstrated that the system
can automatically select the most appropriate camera to
perform tracking while also deploying the least number of
cameras.
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Abstract The UPnP architecture defines the
communication protocol for networked control point and
devices. Exploiting UPnP technologies, home users can
easily control intelligent devices through control points.
However, these devices lack a composition mechanism to
complete a novel application or value-added service. In this
paper, we propose a dynamic service composition system to
coordinate primitive UPnP services. Action patterns probing
(APP) algorithm is introduced to predict the action and the
data flow with satisfactory accuracy. Initially, we define
data type ontology for UPnP devices to describe their
service interfaces. Then service graph construction is used
to describe which services can be composed together. After
analyzing user’s action patterns, we can find the devices
which can be composed and worked together in common
use. These devices can be composed dynamically by user’s
habits and can be automated by our mechanism.

Keywords: UPnP, action patterns probing, semantic
ontology, service composition, action prediction

1. Introduction
With the growing of home networked devices, all kinds of
devices could be discovered and controlled by UPnP [1]
architecture. UPnP is architected for pervasive peer-to-peer
network connectivity of intelligent appliances, wireless
devices, and PCs of all form factors. UPnP enables
discovery, event notification, and control of devices on a
network, independent of operating system, programming
language, or physical network connection. The purpose of
UPnP architecture is to provide the communication
protocols for control point and devices. UPnP is a
XML-based protocol and uses common standards which are
independent of the underlying physical media and
transports. It promises to be followed and extended the
control protocols as needed by UPnP vendors. Many
technologies and research initiatives have tried to develop
the communication protocol between control point and
devices such as Java for Intelligent Network Interface (Jini),
Open Services Gateway Initiative (OSGi) [2], Digital
Living Network Alliance (DLNA) and Home Audio and
Video Interoperability (HAVi) [3]. However, up to now,
there are few researches about composing the primitive
services to create complex value-added services.

The user-device interacting information can be recorded
by capturing the UPnP data streams. Furthermore, these
records can be mined as patterns, which can be used by
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intelligent agent to automate device interactions. Predicting
user’s actions is an important step for providing intelligent
interactions between users and devices at home. However,
this knowledge discovery problem is complicated by
several challenges, such as excessive noise in the data, data
that does not naturally exist as transactions, a need to
operate in real time, and a domain where frequency may not
be the best discriminator. Current prediction algorithms are
usually based on the order of actions to be taken. However,
the prediction accuracy of those algorithms is not satisfied
because actions can be divided into groups, and actions in
the same group are usually taken arbitrarily. These groups
should be discovered before the prediction of actions. A
series of actions constitute an action patterns. Those
algorithms can’t dynamically probe the subtle changes
either through the time and place.

In this paper, we design a dynamic service composition
system with capability of predicting user’s actions. We
propose an Action Patterns Probing (APP) algorithm, which
is mainly based on the information of action patterns and
the construction of service graph. The data type ontology is
proposed to define the communication interface of a service.
The semantic description is used to facilitate the dynamic
service composition system. The service graph will be
constructed by matching the interface. We collect the
information of action patterns and utilize the service graph
to produce the rules for prediction. Finally, we predict
actions by the rules and make them interact by the service
graph.

The rest of the paper is organized as follows. Section 2
reviews the related work of UPnP and action prediction.
Section 3 describes the design of our action patterns
probing system. In Section 4, we describe the simulation of
the APP algorithm. Finally, conclusion remarks are drawn
in Section 5.

2. Related Work

UPnP architecture [1] enables the communication between
control point and device. Each device specifies its own
device description and service description. These
XML-based descriptions are provided by UPnP device
vendors. Device description specifies the device type, name,
ID, manufacturer information, etc. Service description
describes the service type, service name, controlling URL,
eventing URL, etc.
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Fig. 1: The concept of dynamic service composition

Common Internet standards are employed by UPnP, such
as: UDP, SSDP, SOAP, GENA, HTTP, and XML. Non-IP
devices can be accessed by UPnP bridging technology. It is
designed to bring easy-to-use, flexible, standards-based
connectivity to ad-hoc or unmanaged networks. The UPnP
architecture is a distributed, open networking architecture
that leverages TCP/IP and the Web to enable seamless
proximity networking in addition to control and data
transfer among networked devices. It provides the service
oriented architecture, which is the base of emerging Web
service technology as well and has many advantages such
as automatic discovery of services.

The UPnP networking is accomplished through six steps:
addressing, discovery, description, control, eventing, and
presentation [1].

Online networked services are getting popular in our
daily life. These Web services are convenient for easy living.
There are some technologies for Web services such as
Universal Description, Discovery, and Integration (UDDI)
for discovery, Web Services Description Languages (WSDL)
for description and Simple Object Access Protocol (SOAP)
for communication. With the popularity of Web services,
composition of Web services becomes more and more
important. Although dynamic service composition is a
relatively new topic, several systems that implement
dynamic service composition have been proposed. We
classify the existing systems into two categories, namely
rule-based systems and interface-based systems. Many
technologies for Web service composition are suggested
and implemented such as Business Process Execution
Language for Web Services (BPEL4WS) [4] for
process-oriented service composition, CoSMoS [5] using
semantic information and e¢Flow [6] for template-based
service composition. With the development of the Web
environment, there are more and more applications for Web
services.

Some researches have focused on the discovery of
significant groups from an action patterns for home
automation. Heierman and Cook proposed a data-mining
algorithm, called Episode Discovery (ED) [7][8]. They also
proposed a Smart Home Inhabitant Prediction (SHIP) [9]
algorithm to predict the most likely next action. SHIP
matches the most recent actions with a collected action

90

Telephone nuraher
IFP address
Ivlail address
Right/T.eft
WDt
Telewvision
Speaker
OO
Frequency
Temperature
Channel

File
Woice
Diate

Start time

Fig. 2: Data type ontology

sequence. But the predictive accuracy for data set 1 is
33.3%, and for data set 2 is 53.4% in SHIP. Liao, Lai, and
Hsiao proposed an action group discovery (AGD) [10]
algorithm. The AGD algorithm is based on the 1-order
Markov model and a reverse l-order Markov model. The
GDRate decreases rapidly as the interlace count increases.
Therefore, the GDRate approaches zero when the interlace
count is greater than two. In real life, if more than two users
take the actions at the same time, the AGD algorithm will
discovery the action groups incorrectly.

3. System Architecture

In this section, we present data type ontology and interface
matching method for home appliances to accomplish the
action patterns probing. We also present how to construct
the service graph and use it to find the interaction rules for
virtual devices. Fig. 1 presents the concept of dynamic
service composition. These useful services can collaborate
with each other and create a virtual device or a novel
application. We collect the information of actions including
action numbers (unique) and action execution time. We
save the information into an AET (Action Execution Table)
and transform it into an ARDB (Action Record Database).
We also present an action patterns probing (APP) algorithm
for processing these information in ARDB.

3.1 Ontology Classification

Merely using data type definition is not sufficient to
complete the work of dynamic service composition. Hence
the semantic tag is patched for assistance. Each service has
its own input and output interface. Each action argument
are specified by name, data type, and semantic. And each
interface has two variables which are classified according to
data type at first and semantics afterward. Each data type is
subdivided into one or more parts according to the
semantics (as shown in Fig. 2).

Control point may retrieve device and service
information with data type and semantics to provide
accessible services. If the data type ontology share and
publish the same underlying ontology, the control point can
extract and aggregate the data type and semantic
information to do service matching. The benefit of using
data type ontology is easy for developers to design service
interfaces and for users to understand.
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3.2 Service Interface Matching

Service descriptions define all provided actions. These
actions have arguments, state variables, data type, range,
and event characteristics. A service interface specifies
methods that can be performed on the service. Service’s
interfaces are public for an external use. A service may keep
two types of interfaces: input and output.

With the support of data type ontology, data type and
semantics of a service can be defined extensively without
qualifications. So we extend the service interface with
semantics for service interface matching. If service A’s
output interface is exactly the same with service B’s input
interface. Then service A and service B can be composed
together. With the service interface matching, we can easily
tell which services can be composed together for a
collaborative task.

3.3 Service Graph

Service graph represents all possible combinations of

services. There are two types of node defined in a service

graph: Data Semantic Node (DSN) and Service Information

Node (SIN). The links between these nodes represents their

associations.

e DSN: Let ordered pair (Data type, Semantic) denote a
DSN. Each DSN represents a pair of data type and
semantics defined by the data type ontology to
represents the service’s interface.

e SIN: Let ordered pair (Device name, Service name)
denote an SIN. One device may have several services,
and each service may have input/output interfaces. We

take down the device and its service information in SIN.

Each SIN represents a pair of the device name and its
service name.
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Table 1: Definition of Action Patterns Probing Algorithm

Terminology Description
. The information of each invoked action will
Action . .
. be recorded to the action execution table,
Execution . . .
including the action number and the
Table . .
execution time.
ﬁeczl(?rl; Actions with neighboring execution time are
Database grouped as an action block.
Actionset A set of actions
Occurrence The occurrence number of actionset X
recorded in action record DB.
Frequenc The ratio of the occurrence X to the amount
! y of blocks.
Actionset X is the max connected component
XY of X in service graph, so does actionset Y. If
there is a link between X and Y in service
graph, we say X—Y is established.
Reliance (Frequency of X—Y)/(Frequency of X)
Min_ Freq Minimum frequency
Min Reli Minimum reliance
Candidate .
. All actionsets conform to X—Y
Actionset
. Actionset whose frequency is bigger than
Large Actionset Min_Freq in candidate actionsets.

To construct a directed service graph, we add links between
DSNs and SINs by interface matching. When a device is
discovered by control point, our system checks its data type
and semantics of the service interface. If the data type and
semantics in the DSN are the same as in the service input
interface, a link is produced and directed from DSN to SIN.
Otherwise, if the data type and semantics in the DSN are
the same as in the service output interface, a link is
produced and directed from SIN to DSN.

Once a device is discovered by the control point, our
system would create links between DSN and SIN in the
service graph. Fig. 3 illustrates an example of directed
service graph.

3.4 Action Patterns Probing

We propose an Action Patterns Probing (APP) to find the
rules for prediction and the paths of the composite services
for execution. We divide APP into three steps: service graph
maintenance, action patterns probing, and virtual service
creation.

The first step is to maintain the service graph. We show
how to construct service graph in the previous section.
Before probing action patterns, we have to transform the
service graph into a reduced service graph by ignoring the
DSN. Fig. 4 shows a reduced service graph from Fig. 3.

The second step is probing action patterns. Table 1 lists
terminology used in the APP algorithm. The pseudo code of
the Action Patterns Probing Algorithm is shown in Fig. 5.

Fig. 5 shows Action Patterns Probing Algorithm. After
getting the reduced service graph, it is beginning to record
the action information in Action Execution Table with time
going by. Based on the execution time of each action by
Action Execution Table, we catch the action pattern of



Action Patterns Probing Alzorithm:

Step1: L, = All Large 2-Actionset

Step2: for(k=3:L, £ k++) do begin

Step 3: (= Candidate_gen(L;;) :

Step 4: for each Action Block ¢

Step 3: count the Occurrence in C,

Step 6: .= actionset satisfies Min Freq in Candidate Actionset
Step7:  end

Step8:  return = all Large Actionset

Candidate_genProcedure:

Stepl: foreach ActionsetY; e Ly,
&Gy X, Ey) presents the maximum connected
component ol X; in service graph */
/* Service Graph =G, (X, E,) */
/* GI(X;,E))cG, (X, E;) */
Step2: foreach Actionm ¢ X and ¢ X
Step 3: it ( G, X, E;) and Action m exist a link €£,-E; )
Step 4: then{e =X; Ul m}:
Step 5: if ¢ &Ck
Step 6: thenjoineto Gy ;
Step 7: else deletec; }
Step 8:  return C; = all Candidate k-Actionset
Fig. 5: The APP algorithm
Table 2: Simulation parameters
Pavmeters | Tength of Ne. of Avg . .
Fxpetituent action pattern | different actions | confidence LB
60, 120, 10, 20,
= 600 30,40, 50 = .
80, 160, 02,04, .,
s 200 Y 1.0 .
10, 20, 01,0z .,
G oL 30,40, 50 1.0 0
10, 20, 01,02z ..,
2 = 30,40, 50 = 10

some time ranges into Action Record DB in order to get the
action pattern information to understand what other actions
execute before or after the service execute. Then we count
the reliance of every probable action pattern. After
obtaining the reliance information, we can finally get some
reliable action patterns.

4. Simulation

To assess the APP algorithm for action prediction, we
calculate the prediction accuracy by the rules generated by
APP. Four experiments were designed to measure the
prediction accuracy of the APP algorithm influenced by the
following parameters. The parameter settings of the four
experiments are listed in Table 2. These settings were based
on a user’s possible behavior in a home.

For each experiment, ten different source data were
generated for each combination of parameter values. The
final accuracy was the average of the prediction accuracy of
the ten source data. The experimental results are shown in
the following figures.
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Fig. 6: Experiment A

Fig. 6 shows the result of experiment A. As we can see,
the prediction accuracy approaches 90% as the length of
action patterns is greater than 500. Although the number of
different actions is distinct, the APP algorithm can still
predict most of the virtual services with a satisfied value.

Fig. 7 shows the result of experiment B. The prediction
accuracy increases with the length of action patterns. The
prediction accuracy also depends on the confidence of
source data. The higher the confidence, the higher
prediction accuracy is obtained.

Fig. 8 and 9 show the results of experiment C and D,
respectively. According to Fig. 8, the prediction accuracy
approaches 90% when the confidence of source data is
greater than 0.8. For various numbers of different actions,
the APP can still predict most of the virtual services with a
satisfied value.

Fig. 9 tells us that the prediction accuracy approaches
90% when the Min_Reli is greater than 0.7. Although the
number of different actions is distinct, the APP algorithm
can still predict most of the virtual services with a satisfied
value.

The AGD algorithm [10] is based on the 1-order Markov
model and a reverse 1-order Markov model. The GDRate
decreases rapidly as the interlace count increases. Therefore,
the GDRate approaches zero when the interlace count is
greater than two. In real life, if more than two users take the
actions at the same time, the AGD algorithm will discovery
the action groups incorrectly. Fig. 10 presents a
comparative graph. According to Fig. 10, the prediction
accuracy increases with the length of action patterns. But
the prediction accuracy of APP is always greater than AGD.
Because in real life, the actions from different groups
maybe interlace with more than two users. When this
occurs, the prediction accuracy will decrease rapidly. But in
APP, we define a time slot to overcome this problem. So the
APP algorithm has greater prediction accuracy than the
AGD.
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5. Conclusion

In this paper, we present how to use semantic descriptions
to facilitate the dynamic service composition of home UPnP
services. We propose a service interface matching with data
type and semantic information. Data type and semantic
ontology is easy to design service interface for developers
and is easy to understand for users. Service interfaces are
public for an external use. With interface matching method,
we could know which the service’s output can be fed into
the next service’s input. We also present service graph and
APP to find regularly composite execution paths of virtual
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Abstract—With the appearance of mobile devices and
digital appliances, a context-aware middleware becomes
increasingly popular in recent years. An efficient context-
aware application in context-aware middleware must adapt to
variation in context information, such as a user’s location,
environmental temperature and network bandwidth, etc.
Therefore, a context-aware application has to control
hardware devices based on context information to achieve the
user’s requirements. Developing a context-aware application is
time-consuming. For resolving this problem, a context-aware
middleware is proposed to assist developer in designing a
context-aware application. In this paper, a context-aware
middleware is proposed to gather context information form
sensing device and provide a convenient interface to control
the service device. Based on the context-aware middleware, the
developer can alleviate a burden to program a context-aware
application.

Keywords—context-aware middleware, context-aware

application

L. INTRODUCTION

The emergence of pervasive computing technologies
provides “anytime, anywhere” computing by decoupling
users from devices and viewing applications as entities that
perform tasks on behalf of users [1]. Developing a context-
aware application is complex and time-consuming due to
lack of an appropriate context-aware middleware. In order to
alleviate a burden of developing context-aware application,
many researchers devote to the development of context-
aware middleware.

Due to the mentioned reasons, a context-aware
middleware has become a key role in developing a context-
aware application. The important factors, when designing a
context-aware middleware, are simplicity, flexibility,
extensibility and expressiveness [2]. Therefore, the
processing of context-aware middleware on context
information should be as efficient as possible. Furthermore,
the context-aware middleware should supply a flexible and
extensible way to acquire the context information and verify
the context information. For resolving this problem, in this
paper, we attempt to construct the ontology-based context
model to assist context information storage, analysis and
utilization.
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The remainder of this paper is organized as follows. In
Section II, the related works of context-aware middleware
and the context model are illustrated. In Section III, we
present the architecture of the feasible context-aware
middleware. In Section IV, the ontology-based context
model for smart home is proposed. In Section V, the
implement process of context-aware application is illustrated.
Finally, we will conclude the result in section VI.

II. RLEATED WORK

In the past year, there were lots of theoretical and
empirical works presented to demonstrate the premium of
context-aware applications. Service-Oriented Context-Aware
Middleware[3] (SOCAM) is an architecture with a central
server called Context Interpreter, which gains context
information through both external and internal Context
Providers and offers it in mostly processed form to the
clients. The context-aware mobile services in SOCAM adapt
various environments according to context information.

Context-Awareness Sub-Structure [4] (CASS) as same as
SOCAM is an extensible centralized middleware composed
of Interpreter, Context Retriever, Rule Engine, and Sensor
Listener. Sensor Listener listens for context updates from
sensors nodes and stores the gathered information in the
database. Context Retriever is responsible for retrieving
stored context information. Through Rule Engine, context-
aware service can adapt various environments.

Gaia [9] brings the functionality of an operating system
to physical spaces. The extended concept forms GaiaOS to
supports mobile, user-centric active space applications. The
kernel consists of a component management core for
component creation, destruction and uploads, with currently
seven services built on top of it. Application Framework
uses a MPCC (model, presentation, controller, and
coordinator) pattern, which is an extension of the traditional
MVC (model, view, and controller) pattern.

Context Broker Architecture (CoBrA) [6] is an agent
based context-aware system in intelligent space. Context
Broker is the core functional entity which stores context
information and performs context reasoning. Agents in
intelligent space play several roles, including applications,
hardware services (e.g., projector service, light controller,
and temperature controller), and Web services (e.g., services
keeping track of users and items).



Context Toolkit[5] proposed by Salber, Dey and Abowd
is a peer-to-peer architecture with centralized discoverer
where distributed widgets (sensor units), interpreters, and
aggregators are registered in order to be found by client
applications. The toolkit provides object-oriented API for
context-aware application developers to create their own
components.

Semantic Space [10] is a pervasive computing
infrastructure that exploits Semantic Web technologies to
support explicit representation, expressive querying, and
flexible reasoning of contexts in smart spaces. The context
infrastructure consists of several collaborating components:
wrappers, an aggregator, a knowledge base, a query engine,
and a reasoner. Context wrappers use the UPnP general
event notification architecture (GENA) to publish context
changes as events to which consumers can subscribe.
Context aggregator is implemented as an UPnP control point
that inherits the capability to discover context wrappers and
subscribe to context events. Context-aware applications use
RDQL (RDF Data Query Language) to query context
information stored in Context knowledge base.

Most of the context-aware middlewares [3][4][9] require
one or more centralized components to enrich the system
functionalities (e.g., resource discovery, historical context
data, etc.). On the other hand, some peer-to-peer context-
aware systems [6][5][10] gather context information from
distributed devices by using the context sharing protocol,
which complicates the system design and implementation.
However, peer-to-peer context-aware system can avoid the
failure caused by the breakdown of key components. In
order to increase the efficiency of context sharing and reduce
the burden of small sensors or actuators, our context-aware
middleware adopts distributed agent architecture with some
centralized components that give assistance in sharing
context information.

III. ARCHITECTURE OF CONTEXT-AWARE
MIDDLEWARE

Since building a context-aware middleware requires
integrating a large amount of resource and information
distributed in the network, we propose a multi-agent
middleware named Context-Aware Digital Home
Application Framework (CADHAF)[7][8] to ease the burden
of software application developers. CADHAF in Fig.l is
divided into six layers: Device Layer, Component Service
Layer, Service Abstraction Layer, Service Script Layer,
Kernel Layer, and Personal Agent Layer. In this section, we
explain these six layers in detail.

A. Device Layer

Device Layer is the bottom layer of the system. It
contains two types of hardware devices: sensors and
actuators. Sensors are used to detect the environment status
(e.g., temperature, lightness, and the signal strength of
wireless access point, etc) and then dispatch these data to
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Component Services. Furthermore, actuators are used to
provide users with system feedbacks including sound, light
control, and multimedia output, etc. In our context-aware
middleware, each device at least connects to one Component
Service and acts according to the commands from
Component Service.

Personal Agent Layer

Guard
Agent

Personal
Agent

-

Agent

v

Context Broker

Kernel Layer Y

Resource Manager

v

‘ Service Script Layer ‘

/

Service Abstraction Layer

Wrapper Facilitator

Context
Model

A
| 3

‘ Component Service Layer ‘

1

‘ Device Layer ‘

Figure 1 Architecture of CADHAF

B.  Component Service Layer

A component in Component Service Layer is the tiniest
entity to provides basic functionalities such as text to speech
synthesis, automatic speech recognition service, and object
tracking service, etc. From the viewpoint of their behaviors,
Component Services are divided into two categories. One
actively receives sensor data from sensors and transforms
them into useful context information. The other passively
accepts the requests of other components and exploits
appropriate actuators to complete the requests.

C. Service Abstraction Layer

Service Abstraction Layer is composed of two kinds of
agents: Wrappers and Facilitators. This layer provides a
concept of abstraction to decouple application development
from context acquisition or actuator control.

1) Wrapper

Wrappers connecting Component Services to gather
contexts (e.g., temperature at 32° C, or wireless access point
signal strength at -20dBm), process them if necessary, and
then insert data into context knowledge base for the
convenience of other agents requiring necessary information.

2) Facilitator

Facilitators partially realize Service Scripts to
accomplish user’s service. After receiving the command
issued by Service Scripts, they connect to appropriate



Component Services to do the corresponding actions which
Service Scripts require.

D. Service Script Layer

The major functionality of Service Script Layer is to
assist in context-aware application designs. A designed
context-aware application describes the scenario goal we
want to achieve (i.e., defines the expected environment
status and the hardware reaction to users after application
execution). Service Scripts order a set of proper Facilitators
to complete composed services via Agent Communication
Language (ACL). All Service Scripts are independent agents
which are able to be executed simultaneously. Application
developers can design their Service Scripts separately.

E.  Kernel Layer

Kernel Layer comprises two central entities including
Context Broker and Resource Manager to accommodate and
facilitate the interoperation between components.

1) Context Broker

Context Broker mainly provides the interface to insert,
query, and reason the related information about users and
environment (e.g., user profile, location, activity, and
temperature). The contexts stored in the context knowledge
base via Context Broker are able to be accessed via the same
unique interface. To reason about high-level context
information, we use Web Ontology Language (OWL) to
construct context model. With this context model and the
reasoning engine Jena2, Context Broker has the ability to
infer high-level contexts based on first-order logic.

2) Resource Manager

Resource Manager is responsible for the resource
management of the system. When a Service Script asks for
resources, Resource Manager judges from the utilities of
resources to check whether there are enough resources to
complete the service. If the resources are not sufficient,
Resource Manager rejects the request of the Service Script.

F.  PA Layer
1) PA

In the proposed framework, PA(PA) is assigned to serve
each user individually. PA decides which Service Scrip to
invoke according to user’s expectation, user profiles and
environment status from context knowledge base. When PA
detects the trigger event of the specific Service Script needed
by the user, PA sends a resource request to Resource
Manager to obtain the execution permission. Different users
own different access rights to different available Service
Scripts. For example, the children are not allowed to enjoy
movies in the midnight.

2) Administrator
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Administrator is a PA for a special purpose but not a
general PA serving a home member. Administrator owns a
special Service Script named Registry Scenario which is
activated when a new home member wants to register to the
system. Registry Scenario applies TTS Facilitator, ASR
Facilitator, and Registry UI Facilitator to help the user input
the necessary information during registration. Once the user
completes registration, user profile is stored in context
knowledge base for later use. Administrator sets up a PA for
every user according to his role and preference.
Administrator also creates a virtual Guard Agent introduced
in next paragraph for each room.

3)  Guard Agent

Besides PA serving for home members and
Administrator responsible for the creation of PAs, Guard
Agent is also one of the special PAs in this layer. Guard
Agent plays the role of the guard watching a room. For
instance, the light will be turned off automatically by the
Guard Agent when nobody is in the room. In addition, Guard
Agent provides the functionalities of speaker identification
and intruder alarm.

IV. CONTEXT MODEL

In order to provide an adaptive context-aware application,
there are many researches working on the context model of
context-aware middleware. The context model in context-
aware middleware is proposed to assist the developer in
gathering the context information. In our context-aware
middleware, a flexible context model is designed with
ontology architecture composed of context entities. The
ontology-based context model is shown in Fig?2.
Conceptually, the context model is designed for storing the
environment situation and inferring the context information.
Therefore, context-aware applications can access context
information which they want and react appropriately to the
different situation relying on the different stimulations of
context information.

A. Description of Sensing Data and Context Information

In our architecture, the sensing data provided by sensing
devices can be described as.p r-. R means the sensing

device. P means the value of sensing data which provide by
sensing device. Furthermore, the context information is
described as four-tuples . p, g r-including object, context

provider and timestamp of context information. The detail
structure is described below.

Notations:

0: Object which context information describe about
P: Property of context information
R : Context provider which provide context information

T : Timestamp of context information
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Figure 2 Context Model

The context information of context model is divided into
two different categories. The first category of context
information which is provided directly by sensor device or
actuators devices is named low-level context information.
Low-level context information means that the object o is
equal to the context provider R . On the other hand, the other
context category of context information which is inferred
according to the low-level context information is named the
high-level context information. It means that the object o is
different from the context provider R . The context
information of our context-aware middleware are transferred
to four-tuples and stored in database. When context-aware
application needs specific context information, it can query
the context information through context broker.

V. IMPLEMENTATION OF CONTEXT-AWARE
APPLICATION

In this section, we implement a context-aware
application of music service to a specific person according to
his location information. The context-aware application uses
the location wrapper to collect the location information
which provide by PDA. The location wrapper component
transfers the sensing data to context information and store
the location information in the smart home ontology through
the context broker.

The administrator agent who got the personal
information through the context broker products the PA
according to the personal profile. The PA checks the event
which product by location wrapper. If there were the speaker
around the personal location, the PA will trigger the
Roaming Media Scenario.

According to the Roaming Media Scenario, we measure
the time cost of every single step during the conversation
between users and CADHAF. The time cost of the
interaction between CADHAF and the user are described as
follows. After the user issues the command to enjoy the
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music, the automatic speech recognition subsystem takes
1.2s to identify the user’s command which is inserted into
Smart Home Ontology through Context Broker. The
Roaming Media Scenario activated by PA applies TtsAgent
to synthesize and play speech sounds “Which song do you
like?”” which takes 3s including 0.1s used by Text To Speech
Server, 0.9s spent by File Sender, and 2.0s consumed by
Sound Player. Roaming Media Scenario also exploits
AsrAgent to recognize the title of the music the user requests.
This step takes 10s including recording (3.8s) and
recognition (6.2s) phase. Again, TtsAgent takes 3s to inform
the user the classical music named Swan Lake begins to play.
Media Player takes additional 2s to stream the multimedia.
Totally, it takes 20.1s from the command issued to the
service provided, as shown in Table 1.

Table 1 Process of Roaming Media Scenario

Step Actor Action Time cost

(sec)

Single keywords
recognition

Speech synthesis

32 Audio file transmission 0.9

Audio file output

Audio file transmission

5.2 Multiple keywords 5.1
recognition
Speech synthesis
6.2 Audio file transmission 0.9
6.3 Audio file output 2.0
Total: 20.1

The result shows that most time is spent in speech
recognition and speech synthesis.

VI. CONCLUSIONS

In this paper, a context-aware middleware (CADHAF) is
proposed to assist the development process of context-aware
applications. CADHAF is contributive in collecting context
information form sensing device and provide a convenient
interface to control the service device. Based on CADHS,
the developer can alleviate a burden to program a context-



aware application. Besides, a context model is also

beneficial in improving the flexibility of context information.

Although CADHATF helps the effective burden reduction
of developers in constructing context-aware applications,
the issue of privacy protection mechanism has not been
explored. To deal with this issue, we can attach additional
attribute called context owner to contexts. We will attempt to
define a set of access rules to protect the personal privacy in
the future.
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Abstract

Automatic verification techniques, which analyze all pro-
cesses at once, typically do not scale well for large, complex
concurrent software systems because of the theoretic bar-
rier — PSPACE hard complexity in worst case. In this paper,
we present our tool named ARCATS (Architecture Refac-
toring and Compositional Analysis Tool Suite). ARCATS
consists a set of tools to combat state explosion in a divide-
and-conquer, hierarchical fashion. These tools can be ap-
plied in a multi-phased manner until a balance between in-
tractability and feasibility is reached. We build these tools
to seek out perfect combinations for analyzing large-scale,
complex software system with state space growth carefully
controlled.

1. Introduction

Automatic verification techniques such as model check-
ing have been viewed as a promising method to ensure the
quality of complicated systems, particularly complex soft-
ware systems. Many hard-to-detect errors, such as dead-
locks, can be manifested by these techniques. In past
decades, considerable progress has been made in these
techniques. Several prototype tools, such as SPIN[8][9],
SMV[10], have been built and applied to many software ex-
amples.

Model checking techniques typically deal with software
that involves concurrency. So, the beginning steps of veri-
fication tools often involve in a parallel composition to ex-
plore the reachable states of target systems. This computa-
tion, unfortunately, has PSPACE lower bound in worst case.
As a result, model checking tools which analyze all pro-
cesses/threads at once, typically do not scale well. Exces-
sive reachable states soon exhausts the memory resources,
which is called state explosion. Some reduction methods
such as partial order [6] and symmetry can alleviate the state

explosion for particular class of problems but are not effec-
tive in general.

Because of the theoretic lower bound, we believe ap-
proaches to increasing the size of system that can be ac-
commodated in a single analysis step must eventually be
combined with effective compositional techniques [12, 4, 7]
that divide a large system into smaller subsystems, analyze
each subsystem, and combine the results of these analysis to
verify the full system. So, the major focus of this paper is to
present a tool suite which facilitates compositional analysis
of concurrent software. The goal of ARCATS (Architecture
Refactoring and Compositional Analysis Tool Suites) is to
provide an alternative to global analysis tools like SPIN.
When global analysis tools fail to scale on large and compli-
cated systems, ARCATS provides a series of compositional
methods to continue the battle.

In this paper, we present a tool suite called ARCATS. AR-
CATS provide combined methods of compositional analy-
sis and simulation in a multi-phase manner to seek out a
balance between intractability and feasibility. These phases
are:

1. Compositional analysis
2. Compositional analysis + refactoring [3]
3. Simulation

4. Simulation + compositional analysis

When verification tools like SPIN fail to provide feasible
answers, ARCATS provides a set of tools to facilitate com-
positional analysis. However, some systems’ as-built struc-
tures may not be amenable to compositional analysis. In
this cases, refactoring tools [3] can be used to change the
system structures into ones that enable compositional anal-
ysis.

If compositional analysis with refactoring fails again, it
is time to compromise with the intractability. A simulation
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tool is provided in ARCATS, which allows randomly walk-
ing in the state space to detect violation of safety properties.
The random walks in state space may not necessarily detect
the violations but if more time is spent, more confidence is
gained.

If the degree of confidence needed is high, results of the
compositional analysis can be used to enhance the simula-
tion coverage. In this phase, ARCATS’s simulation tool can
walk from individual processes (in a form of control flow
graph) into the interface processes which represent the ob-
servational behaviors of a subsystem. In principle, the walk
into the states of an interface process is equivalent to the
walk of states in a subsystem. In a subsystem, many inter-
nal states are of no interests to the subsystem’s environment.
As a result, the depths or steps to find the violations can be
reduced. Much more confidence can be gained from the
simulation.

In this paper, the techniques in each phase will be de-
scribed respectively.

2. Architecture and Meta Data Structure of
ARCATS

ARCATS consists of a set of tools. These tools read and
write files to communicate and cooperate. Fig. 1 shows the
overall architecture of ARCATS. ARCATS starts with input
languages on the top. Currently, ARCATS support Promela,
SPIN’s modeling language, as input language. In the future,
it is planned to support Java-like modeling language. The
boxes in gray color are the tools of ARCATS.

The parser to parse a Promela file is called a ADT-
promela parser. ADT stands for Abstract Data Type. More
higher level language constructs such as queue and set are
supported by ADT-Promela to address the automatic refac-
toring problem|[2].

2.1 Control Flow Graph

The most important files generated by the language
parsers are the control flow graph (CFG) files. One CFG
file will be generated for each process/thread specified in
input files. Each directed edge is attached with an abstract
syntax tree (AST) of the statement that makes the transi-
tion. The statement AST may contain variables or constant.
Their types or values can be referred by the symbol tables,
which are also generated by the parsers.

The CFG is meant to be executable. Tools like simu-
lation engine may set up a symbol table and work as an
interpreter to run the CFG. When a CFG edge is executed,
the statement’s AST is evaluated and variables in the sym-
bol table are modified. A statement in CFG can be a reg-
ular statement or a communication/synchronization state-
ment. Statements such as assignment statements are regular
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Figure 1. The architecture of ARCATS.

statements. Their executions only change the values of vari-
ables in symbol table. A communication/synchronization
statement involves interactions across processes/threads. In
Promela, a communication/synchronization statement is ei-
ther “ch?msg” or “ch!/msg”, where 'ch’is a channel name,
'msg’ is the message to be transmitted, ’?” stands for re-
ceiving end, and ’!” stands for sending end. When these
statements are evaluated, the simulator establishes a chan-
nel data structure in the symbol table and shares it between
processes.

This statement AST, unfortunately is language depen-
dent, but the CFG execution algorithms should be language
independent. Some object-oriented efforts have been made
to address the extension and evolution problem.

2.2 CCS State Graph

Control flow graph can not be used as a formalism for
verification. A control flow graph is still equivalent to a
program. The behaviors are still parameterized by vari-
ables. Verification relies on some forms of communication
finite state machines such as CCS [11] or CSP. In ARCATS,
Minler’s CCS (with two-way rendezvous synchronization)
is adopted.

In a CCS state graph, an edge label is a constant label
called action which is paired with another constant label in
other processes. Two paired labels are denoted by a and @
in CCS. When two paired actions are fired in two processes,
they communicate. CCS’s synchronization is equivalent to
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channel of size zero. To model a channel of size greater
than 1, an individual process modeling the channel behav-
iors should be added to the system. In ARCATS, Promela’s
syntax is followed, “ch?msg” and “ch!/msg” are treated as
paired actions if 'ch’and 'msg’ are the same.

A tool called cfg2ccs in ARCATS is used to translate
a CFG into a CCS. During this translation, each variable
value is symbolically expanded and any transition in CFG
which does not involve communication is hidden or mod-
eled as a 7 event (an internal action) in CCS graph. In CCS
state graph, the edge label is a constant string, where vari-
ables are replaced by symbolic instances.

Once a process is translated into a CCS graph, they can
be used for computing Cartesian product to construct the
reachability graph. They can also be used for compositional
analysis, which will be described later. In ARCATS, all the
graphs such as CFG and CCS can be translated into a DOT
format to be visualized by the graphviz[5].

3. Multi-Phase Solutions to State Explosion

The state explosion problem is an old problem but re-
mains as a major barrier for verication tools. In ARCATS,
different levels of techniques are implmented to combat the
problem. When state explosion occurs, ARCATS provides
a series of methods to tackle the problem. In this section,
we describe these methods consecutively.

3.1 Global Analysis

In global analysis, each state of a process/thread will par-
ticipate the parallel composition of the global state space,
i.e., the Cartesian product of all processes. As a result,
two independent transitions which do not have synchroniza-
tions between them appear as interleaving in the global state
space. ARCATS can compute pure Cartesian products for
the given processes but has not supported well-known anal-
ysis algorithms such as LTL. In principle, some well-known
reduction method — partial order reduction can be used to
reduce the reachability states generated. When the system
size is small, well-known tools such as SPIN can complete
the job. The strength of ARCATS is not at global analysis.

3.2 Compositional Analysis

In principle, parallel composition operators are commu-
tative, such as “|” in CCS. Suppose a system is composed of
(A|B|C). Instead of composing three processes at once, we
can compose the system gradually as ((4|B)|C). However,
doing so does not have particular merits in saving memory
resources. The computation of (4|B) without the context
of C can sometimes generate more states than (4|B|C) [7].

Eventually, each state and transition in (A|B) will partici-
pate the parallel composition with C'. The result is the same
as (A|B|C).

In (A|B), there are transitions which no longer wait for
the communications from C'. These transitions are called in-
ternal actions (labeled as 7 in CCS) with respect to (A|B).
On the other hand, there are transitions in (A|B) which wait
for the transitions in C' to synchronize. We call these exter-
nal interfaces of (A|B). The goal of compositional analysis
is to replace (A|B) in the parallel composition of (A|B|C)
with a simpler one. Let the simplified one be s(A|B), which
is obtained from (A|B) via some transformation s. s(A|B)
typically has fewer states than (A|B). As a result, in com-
positional analysis, we compute (s(A|B)|C) to avoid state
explosion in a divide-and-conquer manner.

In principle, s can be some arbitrary computation, as
long as the property of interest is preserved. In practice, s
is state space minimization methods like bisimulation min-
imization. Weak bisimulation minimization (WBM) and
branching bisimulation minimization (BBM) [1] are two
methods we use for s. In WBM or BBM, states that are
functionally equivalent are merged into a single state. The
result of s(A|B) often contains only behaviors that are ob-
servable outside, i.e., the interfaces. So, we call it the inter-
face process of (A|B).

In a compositional analysis, we often group a set of pro-
cesses into a subsystem (or a module). There are two basic
criteria of a “good” subsystem. First, the processes inside
the subsystem must not generate excessive state space. Sec-
ond, the subsystem’s state space must be able to be replaced
by a much simpler interface process to represent the subsys-
tem’s state space. So, simple interface is the key to a “good”
subsystem. In other words, an effective subsystem should
be loosely coupled to its environment so that the chance of
having a simple interface process to replace it in composi-
tional analysis is higher. At last, “good” subsystems and
processes must produce another larger “good” subsystem in
the composition hierarchy until the whole system is ana-
lyzed.

The power of divide-and-conquer can be enormous if the
structure of a system is suitable for such approach. For ex-
ample, compositional analysis can analyze up to thousands
of dining philosophers because they synchronize in a ring
structure.

3.3 Compositional Analysis + Refactoring

In practice, compositional techniques are inapplicable to
many systems (particularly the large and complex ones) be-
cause their as-built structures may not be suitable for com-
positional analysis. A structure suitable for compositional
analysis must contain loosely coupled components so that
every component can be replaced by a simple interface pro-
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cess in the incremental analysis. Besides, the processes in a
component must not yield intractable analysis. Otherwise,
we need to recursively divide the component into smaller
loosely coupled components until every subsystem in the
composition hierarchy can be analyzed. However, an ideal
structure like that seldom exists in practice. Designers of-
ten structure their systems to meet other requirements with
higher priority. It is impractical to ask designers to struc-
ture a design in the beginning for the purpose of obtaining
correctness.

If it is difficult to prove the correctness of a program un-
der its original design, one may need to prove the correct-
ness on a transformed, equivalent version of the program.
This is a notion known as program transformation, which
has been widely studied in the area of functional and logic
languages. In object-oriented design, the “refactoring” is
a technique which gradually change the system structure
through refactoring steps but without destroying original
program behaviors.

Here, we apply the idea to transform finite-state models
to aid automated finite-state verification. In general, the pur-
pose of our transformations is for obtaining, starting from
a model P, a semantically equivalent one, which is “more
amenable to compositional analysis” than P. It consists in
building a sequence of equivalent models, each obtained by
the preceding ones by means of the application of a rule.
The rules are aimed for restructuring the as-built structures
which are not suitable for compositional techniques. The
goal is to obtain a transformed model whose structure con-
tains loosely coupled components, where processes in each
component do not yield state explosion.

In this subsection, we use a simple example to briefly
show how refactoring is generally work. In Fig. 2(a) and
Fig. 2(b), we show the state graphs of three example pro-
cesses XY, and § in CCS semantics [11] (where synchro-
nization actions are matched in pairs) and their synchroniza-
tion structure. Such kind of structure, a star-shape structure,
appears very often in practice, for example, a stateful server
which communicates with clients via separate (or private)
channels. Many systems can even have structures of multi-
ple stars.

We say S is tightly coupled to its environment (which
consists of X and Y) because it has complicated interfaces
to its environment. Suppose Sis a server and X, Y are clients.
Image the number of clients is increased to a larger number.
Any attempt to include S as a subsystem is bound to fail
because of the complicated interfaces to its environment.
That is, no feasible subsystems and composing hierarchies
exist in this structure, particularly when client number is
large.

The key transformations are to decompose centralized,
complicated behaviors of a process into several small new
processes while behavioral equivalence is preserved. In [3],

x.a el

(b)

Figure 2. (a) A simple example with 3 pro-
cesses X, Y, and S. (b) The synchronization
structure of the example.

we described the basic tool support!' for refactoring and
showed that a refactored elevator system can be analyzed
up to hundreds of elevators but global analysis and com-
positional analysis (without refactoring) can only analyze
up to 4 elevators. A refactored Chiron user interface sys-
tem can be analyzed up to 14 artists (17 processes in total),
whereas non-refactored one can only be analyzed up to 2
artists (5 processes in total).

For instance, we show the refactored X ¥, and S in Fig.
3(a) and the new synchronization structure in Fig. 3(b). In
Fig. 3(a), the behaviors related to channel x (or to process
X) is removed and wrapped into a new process Sx. Sim-
ilarly, the behaviors related to channel y is removed and
wrapped into a new process Sy. So, the rendezvous of x/a,
x!c, and x/d are now redirected to Sx. However, Sx and Sy
are now two individual processes which can execute con-
currently, but their original joint behaviors in S can not. So,
extra synchronizations (e/lock and e!release) are inserted
to maintain behavioral equivalence; that is, before invoking
x/a and y/a, X and Y are forced to invoke e/lock first. Then,
at the end of Sx and Sy, e/release is used to free S.

The idea of refactoring equivalence is easy to explain.
Let’s image the modified processes (X,Y, and S) are con-
tained in a black box. Image you are an external observer of
the black box. The external behaviors of the black box are
defined by z/b and w/b. In Fig. 2(b), the black box (which

!'The tool support can successfully refactor many systems in an auto-
mated fashion, particularly the behavioral patterns which do not involve
complicated data structures.
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Figure 3. The refactored example system.

we call it B1) is implemented by 3 processes. The black
box (we call it B2) in Fig. 3(b), on the other hand, is imple-
mented by 5 processes. The external behaviors are also de-
fined by x/b and y!/b. Our refactoring must ensure the exter-
nal behaviors are equivalent before and after a transforma-
tion. Intuitively, B1’s external behaviors can be viewed as
an specification. Then, we choose to implement the specifi-
cation with 5 processes. Since we use 5 processes to do the
same work which was originally done by 3 processes, extra
communications for process coordination are inevitable. As
long as the extra synchronizations are restricted inside the
black box, the two black boxes behave equivalently to an
external observer.

3.4 Simulation

When the above methods fail to assure properties of in-
terest, simulation may still be able to detect property vio-
lations, such as safety errors like deadlocks. The power of
simulation is equivalent to testing. It cannot guarantee prop-
erties like absence of deadlocks, but it can detect deadlock
if there is one. Compared with testing, it is much easier
to select execution paths or interleaving choices in simula-
tion. Unlike testing, a complete system is not a requirement
for simulation. When verifcation fails to provide answers
for the critical properties, simulation in plenty of time can
provide higher confidence in these critical properties. Cur-
rently, ARCATS provides random simulation to find dead-

(A) (B) (€)

Figure 4. The concept of combined verifica-
tion and simulation.

lock. Other safety properties, such as assertion, is planned
for the near future.

3.5 Simulation + Compositional Analysis

Simulation can be viewed as an expedient approach to
address the infeasibility of verification methods. The ran-
dom walk among giantic state space makes most people un-
confident. In principle, any attempt to guide the simulation
will result in the increase of memory resources. For exam-
ple, to prevent simulation from walking into the paths that
were already visited requires storage of visited states. Es-
sentially, such an attempt is equivalent to explore the reach-
able states, only at a different extent. The line between
verification and simulation will become blurred once any
guidence strategy is added to the simulation.

In the cases where properties violation occurs in large
depth, simulation can be easily lost in the gigantic state
space. To tackle this problem, ARCATS provides a com-
bined approach of simulation and verification to alleviate
this problem. In Fig. 4, a conceptual diagram is shown.
Fig. 4(A) is the conceptual illustration of simulation, where
the cloud represents the state space. Simulation seeks to
walk in the state space to find any properties of violation.
Fig. 4(B) shows the an improved simulation, called sym-
bolic simulation. A walk in the state space is equivalent to
cover a wide range of states. Fig. 4(C) shows the concept of
our approach. In this approach, subsystems are composed
as in compositional analysis and are replaced by simpler in-
terface processes. Safety properties such as deadlocks are
preserved in this process. When simulation walks into the
states of interface process, it is equivalent to walk the states
of a subsystem, in which many internal states are not inter-
ested by its environment.

In Fig. 5, an experiment to show the power of com-
bined approach is shown. The example in the experiment
is the well-know dinning philosopher problem (DPP). The
deadlock occurs when all the philosophers simultaneously
pickup the chopstick at right hand or left hand. When the
number of philosophers are increased, the depth of the dead-
lock is increased. However, a random simulation can not be
smart enough to reach the deadlock straightforwardly. Most
of the time, simulation roam around the state space before
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Figure 5. The average depth of deadlock de-
tection using simulation and compositional
analysis.

visiting the deadlock states. When a deadlock state is vis-
ited, the steps (depth) of this walk is recorded. We let the
simulation run for 10 times and then compute the average
depth.

In Fig. 5, the example has 100 philosophers. The Y-Axis
is the average depth for the simulation to visit the deadlock
states. The X-axis is the degree of compositional analysis.
For example, degree is 5 means 50% of the philosophers
and chopsticks are composed into a subsystem. When there
are no compositional analysis, average depths in 10 times
run is close to 800. When the degree of compositional anal-
ysis is increased, the average depths of random walk de-
creased significantly. As a result, the time spent to detect
the deadlock is also reduced proportional to this declining
rate.

3.6 Simulation + Compositional Analysis + Refac-
toring

When the as-built architecture of a system does not con-
tain good subsystems to be used for the combined approach,
refactoring again can come into play. However, refactoring
modify the communication structure of the system at the
CCS levels but CFG remains in the as-built architecture.
Many problems need to be solved. This is not yet a sup-
ported phase. It is a future research.

4. Discussions and Conclusions

The worst-case complexity of reachability analysis is P-
SPACE hard. In general, any approaches that attempt to
analyze the whole system at once (a.k.a., global analysis)
may only work for systems of small scale or of a partic-
ular class. To increase the scalability of verification tech-
niques for industrial usage, pragmatic approaches such as
the multi-phased solutions combined with compositional

analysis and simulation have been proposed. From one
phase to next phase, however, properties of interest may
be compromised. For example, absence of deadlock can
be compromised into high confidence in absence of dead-
lock. This confidence can be increased by investing more
time in simulation, which is a practical and commonly used
approach in hardware industry.

In the future, ARCATS plans to automate the transition
from one phase to another and produce warnings to explain
how properties of interest are compromised so that a tool
user does not need to take care the manual steps between
phases. To achieve this goal, much work remains to be
done. Hopefully, a practical verification tool can be pro-
duced from ARCATS’s research results in the foreseeable
future.
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Abstract Restricted to the limited battery power of nodes,
energy conservation becomes a critical design issue in
wireless sensor networks (WSNs). Transmission with
excess power not only reduces the lifetime of sensor nodes,
but also introduces immoderate interference in the shared
radio channel. It is ideal to transmit packets with just
enough power. In this paper, we propose a multilevel
power adjustment (MLPA) mechanism for WSNs to
prolong the individual node lifetime and the overall
network lifetime. The energy conservation is achieved by
reducing the average transmission power. The analytical
model is built for the MLPA mechanism enabled with &
distinct power levels (k-LPA). Under a free space loss
(FSL) model, the closed-form expression of optimal power
setting is derived and the average transmission power can
be minimized as (k + 1)/2k of original fixed power.

Keywords:  Wireless  sensor
conservation, power control

network, energy

1. Introduction

Wireless sensor network (WSN) is a large scale wireless ad
hoc network with special-purpose applications, such as
environmental monitoring, homeland security, healthcare
system, etc. A WSN comprises a large number of tiny
sensor nodes equipped with sensing, computing, and
communication capabilities [1], [2]. Usually, the nodes of a
WSN are randomly deployed and share the same
communication medium. In most cases, sensor nodes are
battery-powered and left unattended after the initial
deployment. A crucial issue of WSNss is the limited source
of energy supplied by batteries coming with sensor nodes.
In many scenarios, it seems impracticable to replace or
recharge batteries of sensor nodes. For this reason, energy
conservation becomes a critical design issue to prolong the
lifetime of WSNss.

Both network connectivity and network lifetime are
crucial issues that should be considered in WSNs. The
connectivity level of a WSN depends on the transmission
power of the nodes. If the transmission power is too small,
the network might be disconnected. Consequently the
network coverage will be diminished. However, as
mentioned earlier, the energy is the scarcest resource of
WSN nodes, and it determines the lifetime of a WSN. If a
sensor node transmits with excessive high power to its
neighboring nodes, the node lifetime will be reduced.
Furthermore, an excess of transmission power generates
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redundant interference in the shared radio channel. Ideally
and intuitively, the transmission power of each node should
be adjusted on a point-to-point basis to maximize the
possible energy savings and to preserve the required
network connectivity [3]-[7].

In literature, there are several studies which consider a
common transmission power (or a common transmission
range) used in WSNs [8]-[12]. Panichpapiboon et al. [§8]
investigate the minimum transmission power used by all
nodes to preserve the network connectivity of a WSN. In
[8], only the closed-form expression of common optimal
transmission power is derived for a square grid network
topology. For networks with random topology, the
common optimal transmission power is obtained from
simulations. In this case, Bettstetter el al. [10] presents an
analytical investigation of the connectivity of wireless ad
hoc networks with randomly uniformly distributed nodes
and homogeneous transmission range assignment. Tseng et
al. [11] analyze the optimum transmission range to provide
a power efficient connectedness control for wireless ad hoc
networks. In [12], the minimum uniform transmission
power is investigated in a wireless ad hoc network to
maintain the network connectivity.

Apparently, the transmission power can be minimized
by employing a common transmission power in a square
grid network topology. However, in a random network
topology, the transmission power can not be minimized just
by using a common transmission power. In addition, using
the optimal common transmission power predetermined in
the design phase may not achieve the expected
performance in the runtime environment.

In this paper, we propose a multilevel power adjustment
(MLPA) mechanism for WSNs to prolong the individual
node lifetime. The network connectivity is preserved as
well. Each sensor node is equipped with power-adjustable
transmitter. The energy conservation is achieved by
reducing the average transmission power. Different
transmission power is employed according to the distance
of receiving node. The main contribution of this paper is
that we build an analytical model to study the relationship
between the MLPA and the degree of power conservation.
Under the free space model, the closed-from expressions
are derived for the minimum average transmission power
and the optimal power configuration.

The rest of this paper is organized as follows. Section 2
introduces the proposed MLPA mechanism. Section 3
delivers an objective function indicating the average power
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Fig. 1: Concept of multilevel power adjustment
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Table 1: CC2420 output power configuration

PA Level | Output Power (dBm) | Output Power (nW)
31 0 1

27 -1 0.794

23 3 0.501

19 -5 0.316

15 -7 0.2

11 -10 0.1

7 -15 0.032

3 -25 0.003

consumption of sensor nodes. In Section 4, we analyze the
optimal power configuration for nodes enabled with &
distinct power levels (k-LPA) in a free space loss (FSL)
environment. Finally, conclusion and remark are drawn in
Section 5.

2. Multilevel Power Adjustment

The concept of MLPA is depicted as shown in Fig. 1.
Sensor nodes equipped with adjustable transmission power
is not a brand-new concept. In literature, Lin et al. [13]
present an adaptive transmission power control (ATPC) for
WSNs, where each node builds a model for each of its
neighboring nodes, describing the correlation between
transmission power and link quality. A feedback-based
transmission power control algorithm is employed to
dynamically maintain individual link quality over time. In
the real world, many industrial radio products are
augmented with multiple transmission powers, e.g.
CC2420 and CC2430 [14], [15]. The data sheet of CC2420
enumerates eight programmable transmission levels
ranging from -25 to 0 dBm (see Table 1).

To the best of our knowledge, there are two
fundamental problems which have not been investigated
for WSNs enabled with adjustable transmission power:

Q1: How does the MLPA affect the degree power
conservation? In other words, what’s the relationship
between the number of power levels and the degree of
power conservation?

Q2: As the number of power levels is determined, how
to configure the transmission power of each level, such that
the maximum energy saving can be carried out?

In order to study problems QI and Q2, an objective
function (or cost function) is formulated intended to
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minimize the average transmission power of each sensor
node.

2.1. The MLPA Mechanism

In the proposed MLPA mechanism, each sensor node is

equipped with a power-adjustable transmitter. The key

feature of MLPA is to employ just enough power level to

communicate with neighboring nodes. A lower power level

is employed for closer nodes. On the other hand, a larger

power is employed for farther nodes. The MLPA

mechanism consists of the following three phases:

* Phase I: Neighbor discovering and network topology
construction
Initially, each node broadcasts a beacon to discover all
possible neighboring nodes. A full transmission power
is used to maximize the network connectivity level.

* Phase II: Transmission power negotiation and
adjustment
The energy conservation is achieved by reducing the
average transmission power. It is unnecessary to
transmit with a full power to a nearby neighbor. In
phase I, a sensor node negotiates with its neighboring
nodes, and determines which power level to be used for
each neighbor. Take negotiation overhead into account,
the piggyback mechanism can be used to reduce the
overhead from power negotiation.

¢ Phase III: Runtime maintenance
The wireless communication environment may change
dynamically after the node deployment. The network
topology may be changed due to the node movement.
Sensor nodes have to repeat phase I and II to update the
network topology and to preserve the optimal power
assignment for each neighbor. In this paper, we
consider a stationary WSN. The maintenance overhead
is not taken into consideration at this time.

3. Power Objective Function
We formulate the objective function (or cost function) to
evaluate the average transmission power of a sensor node
enabled with & distinct power levels (k-LPA). Without loss
of generality, we make the following assumptions:
Al: We consider a scenario where N sensor nodes are
randomly deployed over a surface with finite area of 4. The
node spatial density (p) is defined as the number of nodes
per unit area and is denoted as p = N/A.
A2: For an arbitrary node, the probabilities of transmission
to each of its neighboring nodes are equally.
A3: Assume that a signal is attenuated with a distance d
raised to the power y, where y is the path loss exponent
(PLE). The power of the intended signal from the
transmitter as observed at the receiver can be written as [16]
P
== (1)

where



G, G.A’

(4n)*
P, stands for the transmission power at transmitting antenna.
P. denotes the signal power measured at receiving antenna.
G, and G, are the transmitter and receiver antenna gains. A
denotes the wavelength of carrier. The PLE depends on the
wireless environment and typically varies from 2 to 4.
Initially, we consider the case of free space loss (FSL)
model, i.e. PLE y=2.

In the proposed MLPA system, each node has an
adjustable transmission power and an omni-directional
antenna. Let P be the maximum transmission power and R
be the maximum transmission range, correspondingly.
Without any power adjustment, sensor nodes always
transmit packet with the maximum power P. For a sensor
node enabled with & distinct power levels, we have k
different transmission ranges. Let R; with an integer
subscript 1 <i <k denote the & distinct transmission ranges.
The R; is described as

)

R;=rR,
< <rg= 1.

A3)

where 0 <r; <rp,<..

3.2. MLPA under FSL Model
Under the FSL model, the transmission power is
proportional to the square of corresponding transmission
range. We use P; with an integer subscript 1 < i < k to
denote the transmission power of i-th level. P; indicates the
smallest power level, and P; indicates the largest power
level using power P. The P; is described as

R=rP. )
With adjustable transmission power, a sensor node
employs transmission power P; for data transmission to
nodes which have distance longer than R; ;| and shorter than
R;. Let n; denote the number of neighboring nodes served
by power P;, we have

2 .

n = {pzle o i= 1. 5)
pr(R—R_)) 2<i<k

Under the assumption that the probabilities of transmission
to each neighboring node are equally (A2), the average

transmission power of &~-LPA can be formulated as
k

P_ (k) =M (6)
avg k .
i=1 n;

Without MLPA, the transmission power is fixed as P
regardless of the distance of receiving node. With
adjustable transmission power, sensor nodes can employ
appropriate power for transmission to neighboring nodes
with different distance. Consequently, the average
transmission power can be reduced, i.e. some energy can
be saved. Fig. 2 shows the average transmission power
versus different configurations for 2-LPA and 3-LPA. As
we can see, the average transmission power depends on the
configuration of . Fig. 2a shows that the average
transmission power is minimized to 0.75P when ry is close
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Fig. 2: MLPA configurations

to 0.7. The power configuration of each level becomes an
assignment problem or an optimization problem of
objective function as shown in Eq. 6. In next section, we
investigate how to configure each power level such that the
average transmission power can be minimized, in other
words, the maximum possible power saving can be carried
out.

4. Optimal Power Configuration

Let Py"(k) denote the minimum average transmission
power of P, (k) subject to the constraint 0 <r; <r, <... <
Iy = 1 .

P™ (k) =

avg

P (k).

avg

arg min @)
0<r<n<.<n=l

For MLPA with few power levels, e.g. 2-LPA and 3-LPA,
P™(k)) and

avg

the minimum average transmission power (



Table 2: Optimal configuration for k&-LPA
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the optimal power configuration (P;) can be obtained by
solving differential equations.

4.1. Power Optimization for 2-LPA

In the case of 2-LPA mechanism, each node has two
distinct transmission powers: P =r'P and P, =rP ,
where 0 < r; <r, = 1. Accordingly, there are two different
transmission ranges: R, = 7R and R, = r,R.

The number of neighboring nodes served by P; and P,
are n; = pr(rR)’ and n, = pz(r; —r>)R* , respectively.
Substituting into equation (6), the average transmission
power by using 2-LPA mechanism can be described as

4 22 4
n=rr
P,@=""10 0 p
£
The average transmission power P, (2) depends on the

avg

(®)

value of | (note that r; is fixed as 1). Since 0 < r; <r,, we
set r; = gqry, where 0 < ¢ < 1. Then P, _(2) can be

avg

alternatively expressed as
P (D)=(¢"~¢* +iZP. ©)
Let function flg) = ¢* — ¢* + 1. To obtain the minimum
average transmission power of 2-LPA, we turn to minimize
the function f{q) subject to the constraint 0 < g < 1.

Utilizing the first derivative test, we have P;V“gi" (2)=0.75P

at q:«/i /2 (=0.707). The optimal configuration for 2-
LPA in a FSL environment is given as follows.
{PI =(1/2)P {Rl =(2/2)R (10

P=P " |R,=R

4.2. Power Optimization for 3-LPA
Similarly, for sensor nodes equipped with 3-LPA
mechanism, there are three different usable transmission
powers: B =r'P, P,=1r;P,and P,=r P, where 0 <r, <
r, < ry = 1. The corresponding transmission ranges are: R|
=rR, R, = nR, and R; = r;R. The number of neighboring
nodes served by P, P, and P; are n; = pn(rlR)z,
n, = pr(r; =17 )R?, and n, = pr(r; — 1] )R*, respectively.
Substituting into (6), the average transmission power by
using 3-LPA mechanism can be described as

P (3):}’14+(V22—V12)r22+(}32—7‘22)1"32P.

avg 2
£

(11)
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Since 0 <ry <ry <rs;, we set r; = qir; and r, = g,r3, where 0
< g < g < 1. The average transmission power of 3-LPA
can be alternatively expressed as

P ={q'+(q;—q))g; +(A-g;)}iP. (12

Let function f(¢,.4,)=¢+(q, —q;,)q; +(1-¢;) . To
minimize the average transmission power, we turn to
minimize function f{g;, ¢») subject to the constraint 0 < ¢, <
q> <.

af(aql»qz):o PR

q, { %3_ %292 = (13)
49, _,, 44, =24,4, =29, =0

oq,

Solving the system of partial differential equations (13), we
have P""(3)=(2/3)P at ¢, =+/3/3 and ¢, =/6/3. The
minimum average transmission power is (2/3)P for 3-

LPA in a FSL environment. And the optimal configuration
is given as follows.

P=/3P |R=(3/3)R
P, =2/3)P, {R, =(6/3)R (14)
P=P R =R

4.3. Optimal Configuration for k-LPA

For higher degree of MLPA, it is hard to acquire the
optimal configuration by using pencil and paper. We resort
to the built-in function “Minimize” of Mathematica [17], a
powerful mathematical software, to minimize P, (k)

avg
subject to the constraint 0 <7 <r, < ... <7, = 1. Table 2
lists the optimal configuration and the minimum average
transmission power for k-LPA, where k varies from 2 to 5.

Looking into Table 2, we could conjecture the closed-
form expression of the optimal configuration for i-LPA,
where k is a positive integer. In the optimal power
configuration of k&-LPA, the average transmission power is
minimized, the power of the i-th level (1 < i < k) is
conjectured to be

P”"’(k,i):éP. (15)

Consequently, the transmission range of the i-th power

level is described as
R (ki) = \/%R . (16)

And the number of neighboring nodes served by the i-th
power level is described as

PR’

. (7
which is independent of the index of power level. By
employing k-LPA, the average transmission power can be
reduced and minimized to

n” (ki) =



0.4

Min. Avg. Tx Power (Normalized to P)

0.3

40 60 80 100

k

Fig. 3: Minimized average transmission power

- k+1
P (k)y=——P.
(k) %

avg

(18)

The closed-form of optimal configuration can be proved by
using techniques of mathematical induction.

4.4. Analytic Results

Fig. 3 shows the minimum average transmission power
versus the degree of MLPA (k). As we can see in Fig. 3,
the minimum average transmission power is a
monotonically decreasing function of k. Eq. 18 tells us that
the higher degree of MLPA is the more transmission power

can be saved. The limit of P™"(k) exists as the k

avg
approaches infinity.

. Cmin P
}LH;P (k)—z. (19)
Ideally, half of transmission power can be saved as the
number of power levels approaches infinity, where the just
enough power is used for transmission to each neighboring
node. But it is infeasible and unnecessary to provide an
MLPA mechanism with infinite power levels. The power
negotiation overhead should be considered as well. For k =
10, there are at most 45% of transmission power can be
saved, which reaches 90% of the maximum possible power
saving in the FSL model. Generally, by using optimized k-
LPA, there are {100(k — 1)/2k}% of transmission power
can be saved, which reaches {100k — 1)/k}% of the
maximum possible power saving in the FSL model.

avg

5. Conclusion
In this paper, the MLPA mechanism is proposed for WSNs
to prolong the individual node lifetime and the network
lifetime. In stead of using single fixed transmission power,
the main feature of MLAP is to employ appropriate power
level for each neighboring node. We focus on analyzing the
relationship between the MLPA and the degree of power
conservation, and proposing the optimal power
configuration for MLPA.

Initially, we focus on analyzing the transmission power
consumption of k-LPA under a FSL environment. The
closed-form expressions of optimal configuration for k-

LPA are given in Section 4. The average transmission
power of k-LPA under FSL can be minimized as {(k +
1)/2k}P. More transmission power can be saved as the
number of power levels increased. About 50% of
transmission power can be saved as the k approaches
infinity.

Appendix: Proof of Optimal Configuration

Statement S: Py (k) = k;l;l 2P, where
1 i=k
=y i
;rk i=1,2,.,k-1
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We use the technique of mathematical induction to prove
statement S holds for all positive integer .

The basis: Showing that statement S holds for k£ = 1. For k&
= 1, the transmission power is fixed as P, and r, = 1.

P™™(1) = P . The statement S is true for k= 1.

avg

The inductive step: showing that if statement S holds for
k= m, then the same statement also holds for k=m + 1.
Assume that statement S is true for k = m, i.e.

| 1 i=m
R,Tgin(m)=m+ PP, where r, ={ [;
2m —r, 121’2’ ’m_l
m
Form=k+1.
> B
I)avg(m+l) e —

m+1
>
=1

4 m+l o 24,2
r1+2_ (r"—r)r
_ i=2 i 111P

- 2

rm+1
4 m 2.2 2 2 2 2y 2
— ’/i + Zi:Z (7; 7;-71 )7; rm P (rm+1 - rm )l"
= 2 Xy P+
rm m+l1 m+l1

2

7
_ 'm
__ZP

avg

(m)+(rrj+l —r"f)P
m+l

Minimizing F,,(m+1), we have

P™™(m+1) P (m+1)

avg avg

arg min

0<rj <y <<ryppy =1

2
. r
argmin {——7F,

avg
0<r <ry<.<r,, =1

(m)+ (1, = 1,)P}
m+1

: rz min
argmin {——P,

avg
0<rj <y <.<ryp =1

(m)+ (1,0, =1, )P}

m+1

1
M 2P+ (2, —12)P}
m

2

LT
= arg min {—2’” X
0<r, <r,a=l 1, .

Let 7, = q¥p+1, where 0 < g < 1.

m+l P



2

; r
min _ . m
P, (m+1) = argmin{——x

0<r;, <101 =1

1
M 2P+, —r2)P)
m

m+l1

m+1

=argmin{(——¢" —¢* +r,,, P}
0<g<l1 2m
. m+1l , .
Let function f(q)= Eq —q~ +1. Utilizing the first
. . . +2
derivative test, the flg) is minimized as e at
2(m+1)
q= /i . Then we have
m+1
min . m+1 4 2 2
P (m+1) =argmin{(——q" —q" + 1, P}
0<g<l1 2m
_(m+D+1 ,
2(m+1) "
where
1 i=m+l1
m
7;- = _rm+] r=m
\m+1
\/Zrm:\/z)( —m Vil = —l il :1,2’“,m_1
m m \'m+1 Nm+1

We have shown that if statement S holds for k=m (m > 1),
then statement S also holds for £ =m+1. We conclude that
statement S holds for all positive integer k. Furthermore, by
deducing from statement S, we can obtain the closed-form
expressions shown in Section 4.
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Abstract

ECLIPSE is a development community with the only statutory “to contribute to the development, evolution,
promotion and support of a platform (ECLIPSE) taking into account the participating open source
communities, their competencies and services”. This effort is based upon projects and subprojects, ECLIPSE
itself is, in fact, known as the ECLIPSE project, and JDT (Java Development Tools) is an ECLIPSE
subproject. ECLIPSE is not only an extendible platform through plug-ins, but is a “modus operandi” as well,
and a working philosophy aimed at increasing the competencies and abilities of the underlying community,
obtained by using standards, tools, the sharing of information and the reuse of any sort of artefact. The
communities are the projects’ engine, as they provide information on projects, resources and events.

The need to set up an Eclipse Italian community, involving both universities and companies, is based on many
considerations that will be discussed following. Eclipse Italian community was born in December 2005
during a workshop at IBM-Tivoli Lab Rome. This paper shows the state of the art of this community viewed
thorough their projects, sustained from Eclipse ecosystem. Moreover we will show progress and goals for the

Eclipse Italian community for the next future.

1. Introduction
ECLIPSE [1] is a software development community with
approximately 162 member companies, and 70 major
Open Source projects made up with a lot of subprojects.
Many people say that ECLIPSE is quite close to the ideal
software due to several characteristics: (i) the supported
operative systems (Linux, HP-UX, AIX, Solaris, QNX,
Mac OS X and Windows), (ii)) the supported
methodologies, (iii) its internationalization, accessibility
and maturity at company level. What is more important
above all, is that you do not need to attend any courses to
learn how to use it, and is as flexible as you wish it may
be. This is why it is so widely adopted in university
courses, even at the very first study levels. In one word,
and extendible environment useful for everything, and
nothing in particular: just like a Swiss pocket knife!

The need to set up an Italian ECLIPSE community [2],

involving both universities and companies, is based on the

following considerations:

e many groups in Italian Universities currently work
with ECLIPSE,;

e there is the need to spread the open source culture and
“modus operandi” in Italian Universities, for both
cultural and economic reasons;

e some [talian companies, like IBM-Tivoli lab, have
open source, and ECLIPSE in particular, as their core
businesses;

e this community could be an excellent opportunity to
interlace relationships between universities and
companies, investing through the compulsory

112

internship recently adopted by Italian law. According

to which, the students, as third actors, may contribute

to the growth of this community with their training,
thus improving the quality of these internships, and
strengthening the relationships Academia-Companies;

e there is also the need to internationalize the
relationships between the students, and this can be
achieved by letting them participate to projects that
require interactions with communities of different
cultural environments;

e the fact that CNIPA committee fosters the
development and growth of open source communities.

In particular, CNIPA, following the Directive issued

by the Ministry for Innovation and Information

Technology dated December 19", 2003, has launched

an Open Source Observatory [3], whose main

objectives are:

e to favour the launch of initiatives aimed at spreading
the open source experiences already matured, or
under development, at national universities or
research centres;

e the promotion and the exchange of experiences with
similar EU based units.

Based on the above-mentioned considerations, we now
aim to outline a certain number of projects that we think
will interest the ECLIPSE community. Some of these
have also been pointed out and discussed during the first
Italian Eclipse community conference call, kick-offing its
birth on January 26th, 2006 and presented also in the first
international conference Eclipse-IT 07 on November 4-5.



2. The Eclipse renaissance craftsman’s studio
model

One of the most important issue when approaching to a
new practice community is to study their organization.
The Eclipse ecosystem is the best existing model for
multiple corporations to create innovation networks,
enabling cooperation on the development of product-ready
open source software. Eclipse is a hierarchic ecosystem, it
is a community of communities where the governance
model is replicated inside several levels of communities to
support organisational performance, interaction and
networking and capturing best practices. The Eclipse
governance model is re-creating a craft studio model of
governance where everyone learns from each other. Pete
McBreen depicted this kind of learning [4], but Eclipse
adds one more feature to it one which fosters innovation:
the Eclipse model is similar to the renaissance craft man
studio.

Every Free Software Project has two characteristic phases:
the cathedral phase and the bazaar phase. The most
important change to be made during the transition
between these two phases is in the project management. In
the cathedral phase, the project author or the core team
makes all decisions on their own. In the bazaar phase,
instead, the project author has to open up the development
process and allow others to participate in the project.
Other developers have to be encouraged and their
contributions have to be accepted and rewarded. The
management spectrum of projects in the bazaar phase
varies between rigid management style and loose
management style. Management style is related to the
characteristics of project too: e.g. Linux kernel
maintenance needs a relatively rigid control, in fact it is
vital to avoid feature creep and bloat in kernel and to
maintain a clear separation between kernel and user space,
while KDE project needs less rigid control because it is a
feature-rich environment where feature improvement and
addition are desirable in many different areas.

We believe that the renaissance craft man studio model
sets a management style between the previous two
extreme ends and shifts the coordination challenges from
planned and centralized governance to distributed yet
catalyzed governance. Relations between innovative
capacity and collaboration are notorious [5]. Collaborative
research is the source of the main successful innovations
and some firms designed very efficient methods as
CISCO, in the frame of its Emergent Technologies with its
internal entrepreneurship-minded start-up teams with
external assigned persons. We believe that the renaissance
craftsman studio model increases the ability of learning
inside the project and allows an organization of work
consistent with typology of projects. It stimulates the
creative production too; in fact it inspires shared mental
models leading to deep collaboration. The two kinds of
innovation identified so far: continuous innovation and
sudden innovation, both rely upon useful perception-
action learning to speed innovation. In Eclipse
communities we have both little changes made by a lateral
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community and sudden changes, what a leader of the
community gathers from his/her network. We can imagine
on X-axis representation of the innovation made by
number of reuses and little changes of products, while the
Y-axis representation shows the strong innovation where
it is assimilated to a severe change in product. As we can
see, Eclipse retains both types of innovation. We believe
also that innovation is always a matter of ideas coming
from the environment that will materialize in the mind of
the innovator even if it looks a stroke of genius [17].
From this point of view, innovation is strongly related to
knowledge management and it is seen under a dynamic
angle not of collection and storage, but of circulation and
exchanges. The Eclipse governance model fosters the
gathering and exchange of well selected tacit knowledge
due to sponsor firms that act as catalysers of good quality
results. In this process of distributed knowledge creation
and diffusion and of collaboration reinforcement, the local
communities benefit of roles of Industrial Catalyst (ICs)
and Local Catalysts (LCs) . In fact, Industrial Catalysts
and Local Catalyst are the terms by which the Eclipse
project could define global and local actors that, as in a
chemical reaction, get the role of facilitating and speeding
up the process of Eclipse ecosystem implementation. The
choice of recognizing one local organization (LC) firmly
rooted in the regional system as responsible of the Eclipse
local implementation has been a successful one and it’s
replicated every time and experimented in new realities by
Industrial Catalyst. Using the metaphor of renaissance,
sponsors acts as kings or nobles that sponsor the activity
of renaissance craftsmen studios.

But what does the LC do? Local Catalysts work to create a
climate of reciprocal trust in order to promote the Eclipse
approach local exploitation, to sustain the communities
and to establish the concrete usage of the technological
environment. It is the LC that engages the developers and
users and plug-in developers, coordinating their training
programs in order to support their technical systems and
monitor their activities. Again in the metaphor of
renaissance, LCs acts as a Master that sponsors the
activity of renaissance studio craftsman.

LCs also has four main goals:

1. engage local individuals and organizations for
communities

2. sustain Eclipse technological development and
customization to local needs

3. attract policy makers’ interest

4. increase the Eclipse communities’ network.

In order for individuals and organizations to make the
decision to engage with Eclipse, collaborating with others,
share strategic functions as well as sensitive information,
it is essential that they feel they can count on
intermediaries able to facilitate the process of network
building and knowledge transfer. The concept of trust is a
fundamental one, the projects experience confirmed
literature results about innovation adoption: beside the
technological quality of an innovation the trust towards
who is promoting such innovation is a central variable in
the adoption process.



ICs act as Sponsors of the Eclipse, and LCs as Community
Leaders. We have here nobles and masters working
together to create innovation.

With the term ‘sponsor’ we mean the capacity of ICs and
LCs to create consensus among Eclipse and develop an
atmosphere of trust around it; using this trust background,
LCs work as gatekeepers for the territorial community and
are able to attract other innovation leaders as additional
Eclipse sponsors (large enterprises, SMEs, research
centres, academics intermediate actor such as chamber of
commerce, development agencies, entreprencurial
association, etc.). The activation of social local networks
facilitates the decision of a single individual or
organization to get involved. As in medieval ages
cathedral were built by hundreds of masters and
craftsmen, today products of communities’ work are
driven by new masters. In the past the relations between
sponsor and craftsman studio were regulated on practical
basis of work done and on how much it made the stars of
sponsors shine. The masters of the Renaissance were
really able in choosing the best available partners and to
elaborate and customize with their geniality each person’s
contribution.

Renaissance craftsman studio is the realization of the
distributed authority and heterarchy that involves relations
of interdependence; both are characterized by distributed
intelligence and organization of diversity [7]. In fact,
when a renaissance craftsman studio had problems in a
project to find all necessary knowledge to accomplish
stakeholders needs, it would seek help from other
renaissance craftsmen studios. This behaviour is typical of
Eclipse communities, when they experiment trouble in
knowledge and skills. Putnam [8] states that networks
have value, first, to the people who are in the networks.
For example, economic sociologists have repeatedly
shown that labour markets are thoroughly permeated by
networks, so that most of us are as likely to get our jobs
through whom we know as through what we know.
Diversity has a value for societies too, in the long run
immigration and diversity as social problems are likely to
have important cultural, economic, fiscal, and
developmental benefits. In the short run, however,
immigration and ethnic diversity tend to reduce social
solidarity and social capital. We guess an Eclipse
community regulates its diversity growth to accomplish
those phases of diversity introduction for its own
characteristics, (e.g. catalysers) but this intuition has to be
verified on field.

The network of the renaissance craftsmen studios was
territorially distributed, as there was not only the studio
that already reached success, but even others that grouped
able boys, etc. Each renaissance craftsman studio could be
very easily reached. How is it possible today to coordinate
all the studios? We need a meta-renaissance studio:
Eclipse.org. It is the renaissance studio of studios. It mixes
influences of sponsors and communities, giving a unified
view of the targets and the expected results from the ICs
and LCs networks.
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However, will this model of governance take roots
somewhere?

2. The Eclipse Italian community projects

Since their constitution Eclipse Italian community have
had only one international conference in Napoli (IT) [9].
The scientific material relating to this conference is
available in [2] . Here we are planning to show the content
of the more recent projects we are developing in
conjunction with other eclipse academic group and/or
industrial partner. For each one we will provide a brief
presentation and goals.

2.1 The Eclipse Italian community with Second
Life projects (Eclipse-IT-SL)

The Eclipse Italian Community has a web development
team always looking for new interaction forms, able to
improve the communication qualities between members,
allowing people to exchange their knowledge in a more
informal way, realizing a more pleasant and less alienating
communication. So Eclipse Italian Community couldn’t
sit by one of biggest phenomenon of internet-based
interaction technology of last two years: Second Life
Second-Life [10] is the biggest virtual world ever
conceived; a product distributed in 2003 by Linden Labs,
it joins recreational aspects of a massive-multi-player
videogame with social and economics ones. In this big
virtual world, each user can create a personal avatar, a
kind of virtual alias for himself, with which he can explore
lands and interact with other people. Composed of islands,
Second Life allows, using teleport, to move from a place
to another and eventually to create own house or company
office after buying a piece of land. SL in fact recognizes
copyrights on created objects, so a user can sell his
creation receiving payment in a virtual coin, called Linden
Dollar (L$) that can be converted in real US Dollars. The
great peculiarity of this virtual world is that it can be
expanded by the same users, buying new islands and
building on them.

The potentialities of SL in the didactical area and in the
diffusion of knowledge are evident: using a virtual world,
in which each person can identify himself in a virtual
avatar, joins the entertainment and the possibility of
extend his own knowledge. In the same time it can involve
new generations, very skilled in using complex gaming
systems, allowing people to interact in a more informal
way, realizing a more pleasant and less alienating
communication.

So the web development team of Eclipse Italian
Community decided to follow the example of many
American Universities and several Organizations, that saw
in Second Life an investment, and decided to establish an
headquarter of our organization in Second Life where
members can organize meetings and show the community
developed products. This development project has been
named Eclipse-IT-SL.



Building a headquarter for Eclipse Italian Community in
Second Life, implies the choice of a building that
represents the organization and, in the meantime, that is
functional to all community activities. Bearing in mind
that SL is a videogame, is simple imagine that it allows
realizing every kind of abstract building.

We looked for a kind of building, that, immersed in the
territory, was of big visual impact and that represented, as
well, the soul and aims of Eclipse Italian Community. The
building must be erected on “IBM Eternal City” island, in
which are already present very beautiful buildings. So we
have chosen a lighthouse.

Allegorically a lighthouse can be intended as a point of
reference that with his huge structure is erected sovereign
and stationary in the surrounding chaos, place of
certainties and order. The lighthouse (Fig. 1), in fact, is
built by men pro men, and, in our case, hides inside a very
comfortable place, where each one can find answers to his
own questions and offer his know-how to the community.
Supreme result of human hard-working, it well
symbolizes the spirit of sharing knowledge and of the
common growth of Eclipse Italian Community.

The lighthouse base is composed by two rooms placed on
two different floors:

the hall is a wide square room, destined to host
the acceptance and the info point of the
community.

The other room is a bitter smaller than the hall
and hides inside a smaller area that will be used
as conference room (Fig. 2).

2.2 The Unified-Based Scenario Design (Eclipse-
USBD)

The USBD Project is conducted in conjunction with IBM-
Tivoli lab Italia and Eclipse Italian community. The
projects aims to develop an highest design level editor for
designing business process. The developing team is
composed of 4 people from Eclipse community and 3
people from IBM-Tivoli lab.

The innovation in developing is the use of jazz platform
for cooperating and developing the project (see fig.3).

Figure 1. The Lighthouse
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Figure 3 Jazz- team concert environment for USBD development
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Figure 2. The SL conference room of Eclipse Italian
Community lighthouse

2.3 The Eclipse — Web Services Project (Eclipse-
WS)

Web Services are the most promising SOC-based
technology. They use the Internet as the communication
framework and open Internet-based standards, including
Simple Object Access Protocol (SOAP) for transmitting
data, the Web Services Description Language (WSDL) for
defining services, a lot of visual tools for representing web
services (ex. Protége), and the Business process Execution
Language for Web Services (BPEL4WS) for orchestrating
services. The Eclipse platform is the ideal platform to
sustain a WS approach given that SOC group together
many intricately concepts, protocols and technologies that
originate in a wide range of disciplines.

Many Eclipse projects are ongoing actually in the Eclipse
platform, but one of most interesting challenges is
represented by the logical composition of web services.
This Eclipse-WS Project that aims to compose web
services in logical manner. Fig. 4 shows the tool
developed by Eclipse Italian community at Federico II
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2.4 The Eclipse — Learning and Cooperative
environment (Eclipse-LCE)

Another project is Eclipse LCE its aims to enable student
to cooperate when they are developing common project.
The architecture is complex and for the sake of the brevity
we omitted it. It is the case to outline that is based on
Eclipse server and students can access it using the same
development environment they usually use to compile a
program (in different languages) or to learn the courses
content. This is one of the didactical project of the Eclipse
Italian community. A snapshot is showed in fig. 5

2.5 The Multimedia
Environment (MKEE)
MKEE project is one of the oldest projects in the Eclipse
Italian community. Actually there exists almost three
release of the same tool and the projects is conducted
jointly from University of Napoli Federico II and
University of Pittsburg (OH) U.S.A. A latest version is
appearing in [11].

Knowledge Eclipse
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Figura 6 Multimedia Knowledge Eclipse Environment

In one of these release we want to demonstrate the
Multimedia Knowledge Eclipse Environment (MKEE) as
a web engineering tool able to realize multimedia system
used jointly from the university of Naples Federico II and
the university of Pittsburg (USA). The use of an Eclipse
based development environment, allows us to treat the
multimedia system as a new Tao Project, that is
represented by a folder in the project explorer view of
Eclipse environment.

MKEE allows to separately manage the static and
dynamics part of the system, dominating so the intrinsic
complexity related to the double structure. For such a
reason two different editors based on Eclipse GMF
technology has been used.

The Multimedia Knowledge Eclipse Environment for Tao
(MKEE4TAO), illustrated following, allows the
multimedia designer to define the whole system static
structure, in terms of TeleAction Objects, in simple and
intuitive way. all it takes is selecting in the tool palette
the elements that is wanted to insert and to position them
on the Canvas, through drag and drop Operation. It is
necessary, besides, with the purpose to give consistence to
the system, to plan the ownerships of every inserted
element, using the Property view, which allows a practical
insertion of the values using a tabular structure. It is
possible to sail the whole Canvas using the Outline view
in the angle in low to the left (see fig. 5). In analogous
way it is possible to use the Multimedia Knowledge
Eclipse Environment for Index Cells (MKEE4IC), to draw
the index cells that constitute the system knowledge
structure.

2.6 The Db2 on competition project

The db2 Competition Campus project is involved Eclipse
Italian community three university and IBM in the activity
to develop to a system and open source for the
competition of students and inherent thematic on the date
base and in particular Db2.

The db2 Competition Campus project, is born from the
intuition to create a virtual community of practical that
beyond finding the skill on a specific argument can
exercise a dissemination activity and a good practice of
learning through the competition characterizes them or to
squares. The project is born from the collaboration of
various international units of search. Sponsored from IBM



it sees been involved the unit of Naples Federico II for the
development of the system, the university of Cordoba in
Argentine for the realization of the ER model and several
other developers scattered in the world. The role carried
out from the Italian community Eclipse open source has
been crucial for the organization of the development and
the constitution of the practice community developers. In
particular its task has been that one to coordinate the
phase of definition of the detailed lists and formalization
of the same ones being been involved 15 teams of
development for a total of approximately 70 students of
according to year of the course of bachelor in engineering
electronic in the within of the plan within the course of
programming 1. Following the fig. 6 shows the project
architecture up to now we are in advanced developing
phase

Figura 2 Db2 campus competition portal project

2.5 The other Eclipse projects

Recently other Eclipse Italian projects started. Here we
can only spend some words in order to describe them
since the same projects will be described in a more
detailed way in a future papers.

Opera 21 and Eclipse Italian community are working
together into web services field in order to manage some
kind of transformation inside web services process
representation. Another project is started with the aims to
create some kind of documentation and formation for
Eclipse evangelism courses to use inside university and/or
industries belonging to the community, the project is
named Eclipse documentation. The web site project is
ever alive at [2] together with the wiki that hosts a lot of
working projects (such as USBD, DB2 on competition,
etc.) and the other services that assist user to acquire more
info aboutopen source community (Eclipse- it XX
conference free proceedings, forums, Eclipse fre
documentation and so on)

3. Conclusions and future development

The Eclipse Italian community is about three years old.
The community received numerous recognition and
awards. Particularly the Federico II community has been
received in December 2005 the best plug-in development
(MKEE) in the workshop at IBM-Tivoli Lab Rome
(December 2005). In the 2006 a member of community,
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prof. F. Lanubile from university of Bari, received an IBM
award for the best innovation plug-in developed. In 2006
and 2007, the Federico II community coordination
received an IBM country project award-sponsorship for
the first international Eclipse conference-Eclipse-IT 07
(Napoli (IT) and a server for the community. Moreover
we measure the community progress also in terms of other
community involved in our mission. Particularly the
community involved are: Rational User Group Italia
(RUGI), DB2 User Group Italia (DUGI), Lotus User
group Italia, Java Italian User Group, Project Management
Institute (PMI)- south chapter. Actually we have many
group working in Eclipse Italian Community, other than
Napoli, coming from Bologna, Trento, Salerno, Bergamo.
Together we are developing commons project and the next
workshop will be held in Bari next November 2008. The
industries involved in Eclipse Italian community are IBM-
Tivoli lab Roma, IBM Milano, Alcatel, Opera21, CRIAL
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Abstract

[

In this paper we investigate how Second Life meeting
can be used to discuss software decisions and capture
rationale information during synchronous meetings,
especially among geographically distributed software
engineering teams. To this aim, a system supporting the
management of collaborative activities in Second Life,
named SLMeeting, has been enhanced with rationale
management features and integrated with ADAMS, a
software project and artefact management system. We
also present the Rationale Management subsystem of
ADAMS, enabling to capture, update and retrieve
rationale information. This integration supports the
interchange of rationale information among the
communication infrastructure, the issue base, and the
project management system.

Keywords: Rationale Management, Second Life,
Meeting Management, Collaborative Virtual
Environment

Introduction

Many companies manage projects that involve
people from different teams and other companies around
the world. Meetings are the only mechanism enabling
the effective resolution of issues and the building of
consensus [1]. Decisions for resolving issues are usually
taken during meeting. However, project documentation
describes only the results of decisions. The recording of
rationale information captures trade-offs and discarded
alternatives that would not be considered in the
traditional documentation. Recording the rationale of
each decision is an investiment: we record a decision
during a phase of the process which will be revised later.

Managing rationale is an complex and time
consuming activity that encompasses documenting
rationale, capturing and maintaining rationale models
[9], managing communicating about rationale,
negotiating issues, and resolving arising conflicts
[17[2][7]. As a consequence, tools are strongly needed to
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support the software engineer during each phase of this
process.

Since its beginnings in the 1980s, Computer
Supported Collaborative Work (CSCW) emerged as a
multidisciplinary field, enabling people to meet their
colleagues [10]. In particular, CSCW scope ranges from
managing collocated meetings to redefining the way
people work across time and space boundaries, from
enhancing the work of small groups to supporting large
groups of people. Along the way it has always been a
field where computer and social scientists investigate

how using synchronous and asynchronous computer-
based tools to cooperate.
Asynchronous modality concerns the team

cooperation and management. In particular, it is focused
on the monitoring of the activity status, documentation
management, scheduling, work breackdown structure
management. Configuration management tools help in
solving coordination problem, controlling the access to
the artefacts during their lifecycle.

Synchronous modality aims at supporting the
meetings in the resolution of their main drawback: their
cost and the difficulty of their management.

Several research effort has been devoted to support
meeting. In particular, 3D interfaces are a very popular
base for groupware. Indeed, the metaphor of meeting
rooms is adopted by several tools, such as [3], [15], [21],
[23], [24]. These tools represent human participants with
avatars. Generally they do not offer particular features
for the meeting control and set-up. Anyway, it is not an
easy task to create such an environment: it is necessary
to create a world model, animate avatars which have to
temporally and spatially share the environment, and to
implement communication facilities.

The goals is to exploit the opportunity offered by the
technological revolution in 3D virtual worlds [8] to
obtain a simple, low-cost setup that is affordable for
everyday wuse and integrates synchronous and
asynchronous team and rationale management.

In this paper we investigate how Second Life
meetings can be used to discuss software decisions and



synchronously capture rationale information, especially
among geographically distributed software engineering
teams.

Related work

Documentation of rationale behind decisions was
already a diffused practice more than 35 years ago,
typically to manage design of building and cities. This
practice has been proposed to manage software
engineering design decision in the 1980s and, recently, it
has been adopted to manage activities other than design.
Most of the available tools for rationale management
adopt an argumentative approach. The first approach
proposed is IBIS (Issue-Based Information System), a
way of modelling argumentation [16] aimed at
addressing wicked design problems. IBIS has been
implemented by gIBIS [4], a hypertext system. PHI
(Procedural Hierarchy of Issues) is an extension of IBIS
that introduces subissues to manage hierarchies of
issues, where the resolution of an issue depends on the
resolution of another. Several hypertext systems were
created to support PHI [11][20] [19].

Another approach is represented by QOC
(Questions, Options, and Criteria) [17] that is similar to
IBIS, even if questions, diversely from issues, are
intended to deal exclusively with features of the artefact
being designed. QOC is more expressive than IBIS,
introducing and making explicit the assessed criteria
within the argumentation process.

DRL (Decision Representation Language) [12] can
be considered an extension of IBIS similar to QOC.
With respect to these approaches, DRL introduces new
types of relations between rationale elements and allows
the creation of hierarchies, similarly to PHI. The authors
of DRL also implemented SYBIL [13], a knowledge-
based hypertext system to support collaborative use of
DRL.

In [7] Dotoit and Paech proposed an integrated
process with dedicated guidance for capturing
requirements and their rationale during meetings using a
web-based interface. The Rationale model they proposed
is similar to ours. In [2] Boulila et Al. describe an
environment supporting synchronous collaborative
object-oriented software design process. They enables
developers to collaboratively create diagrams and
synchronously attach to diagrams rationale information.

Rationale Management in ADAMS

In this section, after a brief description of the
functionalities offered by ADAMS, we present the
adopted Rationale Model and the Rationale management
features offered by the newly developed ADAMS
Rationale Management subsystem.
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3.1 ADAMS overview

ADAMS enables the definition of a process in terms
of the artefacts to be produced and the relations among
them [5]. A great emphasis on the artefact life cycle is
posed by associating software engineers with the
different operations they can perform on each artefact.
This, together with the resource permissions definition
and management, represents a first process support level
and allows the Project Manager to focus on practical
problems involved in the process and avoid getting lost
in the complexity of process modelling, like in workflow
management systems.

ADAMS also supports quality management by
associating each artefact type with a standard template
and an inspection checklist, according to the quality
manual of the organisation. Each template can be
customised for specific projects or artefacts according to
the quality plan. As well as the artefact standard
template, standard checklist can be associated with each
artefact type and used during the review phase of the
artefact life cycle. Software engineers are also supported
in the creation and storing of traceability links between
artefacts.

The support for cooperation is provided through
typical configuration management features. In fact,
ADAMS enables groups of people to work on the same
artefact, depending on the required roles. Different
software engineers can access the same artefact
according to a lock-based policy or concurrently, if
branch versions of the artefact are allowed. A fine-
grained management of software artefact enables to
manage each single element of the document as a
different entity and versioning is provided for both the
atomic entity changed and the entities it is contained in.
This approach allows the definition of more detailed
traceability links.

The system has been enriched with features to deal
with some of the most common problems faced by
cooperative environments, in particular context
awareness and communication among software
engineers. A first context-awareness level is given by the
possibility to see at any time the people who are working
on an artefact. Context awareness is also supported
through event notifications: software engineers working
on an artefact are notified whenever relevant events
happen to the artefacts they are interested in.

3.2 Rationale Capturing, Storing,

Navigation
ADAMS rationale management tool has been
implemented by extending the artefact management
functionalities of the system. Rationale elements are
treated as artefacts, while relations among them are
defined in terms of traceability links. The ADAMS

and



Rationale Management the

following items:

subsystem manages

¢ the issues that are addressed. An issue is a concrete
problem which does not have a single solution;

¢ the options or alternatives considered as answers
to an issue;

¢ the criteria used to guide decisions;

¢ the arguments that are opinion expressed by a
person who agrees or disagrees with an option;

the final decision resolving the issues.

Special stereotypes are used to manage specific
relations between the rationale elements (e.g., meets /
fails between options and criteria or addresses / resolves
between options and issues). Rationale elements can also
be related to standard artefacts developed within a
project (e.g., to the functional requirements raising the
issue or the design decision description). To this aim the
software engineer can select the type of artefact and use
a filter in order to reduce the number of links proposed
by the system.

The elements (standard artefacts and/or rationale
elements) recovered according to the specified
parameters are used to propose new links. The software
engineer can uses stereotypes to specify the relation
type. Rationale elements can be also visualised in the
graph-based view of ADAMS, by selecting the
checkbox Rationale Items. Figure 1 shows some
rationale elements which are visualised in the graph-
based view.

The rationale management tool has a form based
interface. Figure 2 shows, as an example, the interface
which enables the software engineers to address open
issues that need to be investigated by the team. The form
based interface enables to classify the rationale items
and to set up their relationships.
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Figure 1. Rationale Items in the graph-based view
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Options can be proposed to address issues and
arguments can be linked to the options. Once a decision
is reached the issue is closed and can be accessed in the
close issue view. During the issue resolution process,
project criteria already defined can be linked to the
rationale elements and new criteria can be defined using
the web interface and the relationships among rationale
elements can be graphically resumed as depicted in
Figure 1.
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Figure 2. Issue management in ADAMS

Enhancing Rationale
SLMeetings

In this section we describe how we have enhanced
Second Life to be not only a means for social interaction
support, but also (beyond that) a tool for CSCW and for
synchronous rationale capturing.

4.1 SLMeeting

The participants of a meeting should be able to
express their ideas and make decisions. They should
dispose of the needed material, such as documents,
meeting minutes, presentations. Additional features
supporting coordination and awareness services —are
required to coordinate and to solve possible conflicts
between collaborative entities involved in the session.

To this aim we proposed a system, named
SLMeeting [6], which enhances the communication
facilities of Second Life by supporting the management
of collaborative activities which can be organized as
conference or Job meeting and later replayed, queried,
analyzed and visualized.

Once in the environment, people have a first person
perspective, they participate, do not only watch.
Situational awareness, “who is there”, is well supported,
as well as awareness on “what is going”. The adoption
of this technology enables group awareness, i.e. a
participant exactly knows who is present to the meeting
and what is happening [6].

It is also an interesting feature offered by Second
Life the possibility of seeing when a user does not

Capturing with



actively participate: in case he/she does not follow the
discussion the avatar visibly sleeps. SLMeeting
enhances Second Life to support workspace
awareness ,“How did it happen?”. To this aim, the
information exchanged by the meeting participants is
recorded for later consultation.

The meeting organization and management
functionalities are performed by ad-hoc objects created
using the development framework offered by Second
Life. The counterpart Web 1.0 of the meeting

management is a web site, which communicates with the
SL objects and automatically records the meeting minute
and all the information concerning the event.

As shown in Figure 3, an SLMeeting environment is
equipped with two types of objects: boards and gesture

| f e

bars.

Figure 3. Some SLMeeting objects

Boards are useful to display the information needed
for making decision. In particular, we equipped the
environment with:

e an Agenda, a panel showing the title of the meeting
and lists items and the corresponding speakers,
shown in Figure 3(b). The meeting facilitator clicks
on this object and selects the next item action.
Then the item is highlighted and the assigned
speaker can start his/her talk.

e The Meeting Chat board, reproducing the text
typed in the chat by the speaker. It is saved in the
Web site. This board is equipped with a button for
going backward and forward in the chat. A detail is
shown in Figure 3 (d)

To support floor control two kinds of gesture bar are
available: the facilitator command bar, used by the
meeting facilitator for manage the meeting and to
coordinate the participant interventions, while the
participant gesture bar offers the features of applause,
yes, no, and hand rising, as shown in Figure 3(a). When
the hand rise button is pressed, the participant is added
to the booking list. Pressing the cancel button it is
possible to erase the booking. Only the facilitator has the
permission to manage the information displayed on the
boards.
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A slider viewer object enables the projection of
slides, shown in Figure 3 (c). The speaker can change
the slide by clicking on this component. Only the
speaker and the facilitator have this permission.

Let us note that animations and gestures are offered
by Second Life to augment face to face communication.
As a drawback, gestures are somewhat counter intuitive
to use and may even cause disruptions to conversations
when a user searches for the appropriate gesture or
animation to augment his/her communication [14]. Thus,
we introduced gesture bars not only to support floor
control, but also to improve user presence sensation.
Indeed, a user is facilitated in control his/her avatar
actions and is less distracted on concentrate himself on
how to perform the action. In this way the sensation of
“being there” is augmented.

4.2 Integrating SLMeetings and the
ADAMS Rationale Management
Subsystem

In Figure 4 an example of Meeting setting equipped
for capturing rationale is shown. Let us note that we
selected an outdoor setting, because after the
construction of a typical meeting room, we noticed that
the avatar and camera movements and the potentiality of
flying were strongly bounded by such a working
environment.

.y

Figure 4. Rationale SLMeeting Setting

A meeting participant, maybe the facilitator, is
responsible for selecting rationale items and creating the
relationship between them. To this aim the Chat Board,
shown in Figure 5 has been equipped to capture rationale
as follows: a text selector is available to identify the
rationale item between the words or sentence displayed
on the board. The rationale item is selected on the chat
board acting on the arrows shown in Figure 5. The
selected text is classified as a rationale item using the
rationale buttons. In particular, six rationale buttons are
available, namely issues, proposals, alternative, criteria,
arguments, and resolution.



For examining the relationships among the selected
items, two boards are proposed, named correlation
boards, a detail is depicted in Figure 6. Each board is
equipped with the rationale buttons. When a button is
pressed, all the items of that type which have been
previously classified during the meeting are shown. As
an example, to relate the issue “Interface” to the
proposal “Graphic Display” it is necessary to select issue
on the first board and proposal on the second, to
highlight “Interface” on the first board and “Graphic
Display” on the second and press the /ink button on the
first board. It is also possible to show the rational item
object diagram automatically generated by ADAMS.

Figure 6. SLMeeting Rationale Correlation boards

To support workplace awareness, conversations and
decisions are automatically saved for later references.
To this aim, SLMeeting Objects in Second Life send
data to the SLMeeting server outside SL using HTTP
requests to PHP pages, as shown in Figure 7, where the
overall SLMeeting architecture is depicted. The server
then accesses the database and provides the required
information back to the objects which handle it by LSL
scripts.
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The Rationale information is sent to the ADAMS
repository following the structure depicted in Figure 7
for later retrieval.

Figure 7. The proposed architecture

All the scheduled participants are invited to adhere
to the meeting through ADAMS. Participants have to
communicate their adhesion and their SL identities to
enable access control to the meeting area and to schedule
and control their interventions. To reach the meeting,
participants can use a link on ADAMS to directly
teleport themselves to the Second Life meeting room, or
access directly from SL.

5. Conclusion and future work

In this paper we have presented a system supporting
the management of rationale through the integration of
an artefact-based process support system, managing
asynchronous cooperative work, and a system managing
synchronous meeting. As a result, knowledge
management processes, such as the development of
shared understanding and organizational memory can be
easily managed and retrieved, versioning of this
information can be maintained, and traceability links can
be used to relate the knowledge arose during the
discussion to the actual artefacts implementing it. At the
present we are extending SLMeeting to support the
retrieval and display of Rationale information stored in
ADAMS for consultation while a meeting occurs.
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