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DMS 2009 Foreword

Welcome to DMS 2009, the 15th edition of the International Conference on Distributed Multimedia
Systems. In past years, the DMS series of Conferences has approached the broad field of distributed
multimedia systems from several complementary perspectives: theory, methodology, technology,
systems and applications. The contributions of highly qualified authors from academy and industry,
in the form of research papers, case studies, technical discussions and presentation of ongoing
research, collected in this proceedings volume, offer a picture of current research and trends in the
dynamic fields of information technology.

The main conference themes have been organized, according to a formula consolidated during past
editions, into a number of thematic tracks offering to the conference attendants and to readers a
convenient way to explore this vast amount of knowledge in an organized way. Two additional
workshops which extended the main conference offerings, and completed the conference program
(the International Workshop on Distance Education Technologies, DET 2009, and the International
Workshop on Visual Languages and Computing, VLC 2009, are included here for reference.

The selection of the papers to be presented at the DMS conference this year, and to the two
workshops, was based upon a rigorous review process, with an acceptance rate of about 40% of
submissions received in the category of full research papers. Short papers reporting ongoing
research activities and applications completed the conference content, playing the role of fostering
timely discussions among the participants, not only on consolidated research achievements, but also
on ongoing ideas and experiments.

Twenty-three countries are represented this year: Austria, Brazil, Canada, China, Czech Republic,
France, Germany, India, Italy, Japan, Jordan, Lebanon, Malaysia, Myanmar, New Zealand,
Portugal, Spain, Sweden, Switzerland, Taiwan, United Kingdom, United States, and Vietnam,
giving a truly “distributed” atmosphere to the conference itself.

As program co-chairs, we appreciate having the opportunity to bring out this new edition of
proceedings. We acknowledge the effort of the program committee members in reviewing the
submitted papers under very strict deadlines, and the valuable advice of the conference chairs
Masahito Hirakawa and Erland Jungert. Daniel Li has given excellent support by promptly replying
to our requests for information about organization and technical issues. The excellent guidance of
Dr. S.K. Chang has led to the success of this whole process, and we take this opportunity to thank
him once again.

Finally, we thank Eco Controllo SpA, ltaly, for sponsoring in part the printing of the Proceedings,
the University of Salerno, Italy for sponsoring the keynote by Gennady Andrienko, and the
Computer Science Department of Universita Ca’ Foscari in Venice, Italy, for the financial support
of one of the program co-chairs.

Augusto Celentano and Atsuo Yoshitaka
DMS 2009 Program Co-Chairs
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Keynote I:
Slow Intelligence Systems

Shi-Kuo Chang

Abstract

In this talk I will introduce the concept of slow intelligence. Not all intelligent systems are
fast. There are a surprisingly large number of intelligent systems, quasi-intelligent systems
and semi-intelligent systems that are slow. Such slow intelligence systems are often
neglected in mainstream research on intelligent systems, but they are really worthy of our
attention and emulation. 1 will discuss the general characteristics of slow intelligence
systems and then concentrate on evolutionary query processing for distributed multimedia
systems as an example of artificial slow intelligence systems.

About Shi-Kuo Chang

Dr. Chang received the B.S.E.E. degree from National Taiwan University in 1965. He
received the M.S. and Ph.D. degrees from the University of California, Berkeley, in 1967
and 1969, respectively. He was a research scientist at IBM Watson Research Center from
1969 to 1975. From 1975 to 1982 he was Associate Professor and then Professor at the
Department of Information Engineering, University of Illinois at Chicago. From 1982 to
1986 he was Professor and Chairman of the Department of Electrical and Computer
Engineering, Illinois Institute of Technology. From 1986 to 1991 he was Professor and
Chairman of the Department of Computer Science, University of Pittsburgh. He is currently
Professor and Director of the Center for Parallel, Distributed and Intelligent Systems,
University of Pittsburgh. Dr. Chang is a Fellow of IEEE. He published over 230 papers and
16 scientific books. He is the founder and co-editor-in-chief of the international journal,
Visual Languages and Computing, published by Academic Press, the editor-in-chief of the
international journal, Software Engineering & Knowledge Engineering, published by World
Scientific Press, and the co-editor-in-chief of the international journal on Distance
Education Technologies. Dr. Chang pioneered the development of Chinese language
computers, and was the first to develop a picture grammar for Chinese ideographs, and
invented the phonetic phrase Chinese input method.

Dr. Chang's literary activities include the writing of over thirty novels, collections of short
stories and essays. He is widely regarded as an acclaimed novelist in Taiwan. His novel, The
Chess King, was translated into English and German, made into a stage musical, then a TV
mini-series and a movie. It was adopted as textbook for foreign students studying Chinese at
the Stanford Center (Inter-University Program for Chinese Language Studies administered
by Stanford University), Taipei, Taiwan. In 1992, Chess King was adopted as
supplementary reading for high school students in Hong Kong. The short story, "Banana
Boat", was included in a textbook for advanced study of Chinese edited by Neal Robbins
and published by Yale University Press. University of Illinois adopted "The Amateur
Cameraman™ in course materials for studying Chinese. Dr. Chang is also regarded as the
father of science fiction in Taiwan. Some of Dr. Chang's SciFi short stories have been

xXiii



translated into English, such as "City of the Bronze Statue"”, "Love Bridge”, and "Returning”.
His SciFi novel, The City Trilogy, was published by Columbia University Press in May
2003.
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Keynote I1I:
Geographic Visualization of Movement Patterns

Gennady Andrienko and Natalia Andrienko

Abstract

We present our recent results in visualization and visual analytics of movement data. The
GeoPKDD project (Geographic Privacy-aware Knowledge Discovery and Delivery) and
the recently started DFG project ViAMoD (Visual Spatiotemporal Pattern Analysis of
Movement and Event Data) have brought into existence an array of new methods enabling
the analysis of really large collections of movement data. Some of the methods are
applicable even to data not fitting in the computer main memory. These include the
techniques for database aggregation, cluster-based classification, and incremental
summarization of trajectories. The remaining methods can deal with data that fit in the
main memory but are too big for the traditional visualization and interaction techniques.
Among these methods are interactive visual cluster analysis of trajectories and dynamic
aggregation of movement data. The visual analytics methods are based on the interplay of
computational algorithms and interactive visual interfaces, which support the involvement
of human capabilities for pattern recognition, association, interpretation, and reasoning.
The projects have also moved forward the theoretical basis for visual analytics methods for
movement data. We discuss analysis tasks and problems requiring further research.

About Gennady Andrienko

Gennady Andrienko received his Master degrees in Computer Science from Kiev State
University in 1986 and Ph.D. equivalent in Computer Science from Moscow State
University in 1992. He undertook research on knowledge-based systems at the Mathematics
Institute of Moldavian Academy of Sciences (Kishinev, Moldova), then at the Institute on
Mathematical Problems of Biology of Russian Academy of Science (Pushchino Research
Center, Russia). Since 1997 Dr. Andrienko has a research position at GMD, now Fraunhofer
Institute for intelligent Analysis- and Information Systems (IAIS). He is a co-author of the
monograph "Exploratory Analysis of Spatial and Temporal Data", 30+ peer-reviewed
journal papers, 10+ book chapters, and 100+ papers in conference proceedings. He has been
involved in numerous international research projects. His research interests include
geovisualization, information visualization with a focus on spatial and temporal data, visual
analytics, interactive knowledge discovery and data mining, spatial decision support and
optimization.
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Demonstrating the Effectiveness of Sound Spatialization in Music and
Therapeutic Applications

Masahito Hirakawa, Mirai Oka, Takayuki Koyama', and Tetsuya Hirotomi
Interdisciplinary Faculty of Science and Engineering, Shimane University, Japan
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Abstract

Most of the existing computer systems express
information visually. While vision plays an important
role in interaction between the human and the
computer, it is not the only channel. We have been
investigating a multimedia system which is capable of
controlling the spatial position of sounds on a two-
dimensional table.

In this paper we present applications of the system
to sound mashup and reminiscence/life review, in
order to demonstrate the effectiveness of sound
spatialization in collaborative work environments.
Users can collaborate with each other with the help of
sound objects which are spatialized on the table, in
addition to graphical images.

1. Introduction

Multimedia is a basis of modern computers. In fact
a variety of studies have been investigated so far.
Graphical user interfaces, or visual languages in a
broader sense, are one such example toward
development of advanced computers in the early days
of multimedia research. Since humans are sensitive to
vision, it is natural that our attention had been paid to
the use of visual information in interaction between the
user and the computer.

Meanwhile, audition is another important channel
for interaction. The idea of so-called earcon [1] was
first proposed to present specific items or events by
means of abstract patterns in loudness, pitch, or timbre
of sounds. Studies of auditory interface have been
done actively in such applications as menu navigation
[2], mobile service notifications [3], [4], mobile games
[5], and human movement sonification [6].

' Mr. Koyama is now with ICR, Japan.

In those trials, sound patterns or notes are a matter
of concern. While they give the user a great impact in
understanding the associated events, the spatial
position of sounds influences the user’s understanding
as well [7].

Stereo and 5.1-channel surround systems which
have been used widely make it possible for the listener
to feel the sound position. It should be mentioned that,
however, the best spot for listening is fixed in those
settings. If the listener is out of the spot, a reality of the
sound space cannot be maintained any more. Due to
this fact, those systems are suitable for the application
where a limited number of listeners sit in a limited
space.

In collaborative or multi-user computing
environments, the system should support a mechanism
that each of the users can catch where sounds are
placed, irrelevant to his/her standing position and
direction.

The authors have investigated a tabular sound
system for a couple of years [8], [9]. The system is
equipped with a meter square table in which 16
speakers are placed in a 4 x 4 grid layout. Multiple
sound streams can be presented simultaneously by
properly controlling the loudness for those speakers.
Additionally, computer generated graphical images are
projected on its surface. We call this table "Sound
Table." Users who surround the table can feel spatial
sounds with the associated images. In addition, a
special stick-type input device is provided for
specification of commands. It is important to note that
the users do not need to wear any special devices for
interacting with the system.

In this paper we present applications of the system
to sound mashup and reminiscence/life review, in
order to demonstrate the effectiveness of sound
spatialization in collaborative work environments.



2. Related Work

Sound spatialization studies have been active in a
human-computer interaction domain [10]. One
practical example is a computer game named “Otogei”
which was produced by Bandai. The player wears a
headphone and tries to attack the approaching enemies
by relying on a stereo sound. [11] - [13] presented
sound-based guidance systems which guide a user to a
desired target location by varying the loudness and
balance of a sound played. There exist some other
approaches of using sounds for assistance of, for
example, car driving [14], mail browsing [15],
geographical map navigation [16], and object finding
in 3D environments [17].

Here, those systems assume a headphone or a
specially designed hardware as an interaction device.
A user is separated from others, and each of the users
hears a different sound even though multiple people
participate in a common session. This feature is
advantageous in some cases, but not recommended for
collaborative work environments.

[18] conducted experiments on the use of non-
speech audio at an interactive multi-user tabletop
display under two different setups. One is a localized
sound where each user has his or her own speaker, and
the other is a coded sound where users share one
speaker but waveforms of the sounds are varied so that
a different sound is played for each user. This
approach could be one practical solution to business-
oriented applications, but is not sufficient for sound-
centric applications (e.g. computer music).

Transition Soundings [19] and Orbophone [20] are
specialized interfaces using multiple speakers for
interactive music making. A large number of speakers
are mounted in a wall-shaped board in Transition
Soundings, while Orbophone houses multiple speakers
in a dodecahedral enclosure. Both systems are
deployed for sound art.

Other related approaches of using multi-channel
speakers appear in [21], [22]. While they provide
sophisticated functionality, their system setting is
rather complex and specialized. As will be explained in
the next section, we use conventional speakers and

sound boards and no specialized hardware is used at all.

3. Tabular Sound Spatialization System

The sound spatialization system [8], [9] we have
developed as a platform for sound-based collaborative
applications is organized by Sound Table as its central
equipment, a pair of cameras, a video projector, and a

PC. Figure 1 shows its physical setup (The PC is not
shown).

Figure 1. Sound spatialization system

Sound Table is a physical table in which 16
speakers are equipped in a 4 x 4 matrix, as shown in
Fig. 2. It is of 90cm width and depth, and 73cm height.
Two 8-channel audio interfaces (M-AUDIO FireWire
410) are equipped to the PC, and connected to Sound
Table through a 16-channel amplifier. Multiple sounds
can be output at one time at different positions.

Figure 2. Sound Table

We have analyzed how accurate the sound
positioning is through experiments, that is, errors in
distance between the simulated sound position and the
perceived sound position. The average error of sound
position identification for moving sounds is 0.52 in
horizontal direction and 0.72 in depth direction, where



their values are normalized by the distance between
two adjacent speakers (24cm). Further details are given
in [8].

The surface of Sound Table is covered by a white
cloth so that computer-generated graphical images are
projected onto it. Multiple users can interact with the
system through both auditory and visual channels.

A stick-type input device whose base unit is
Nintendo Wii Remote is provided as shown in Fig. 3.
Position and posture of the device in a 3D space over
Sound Table are captured by the system, as well as
button press.

Figure 3. Sticky input device

Meanwhile, a task of identifying user’s gestures
which include tap, sting and release, attack, flick, and
tilt is separated from that of interpreting their semantic
meanings in a certain application so that application
development can be made easier. We adopted the OSC
(Open Sound Control) protocol for communication of
messages among processing modules. For details of
the software development framework, please refer to
[9].

We have first implemented a simple music
application of the system in order to demonstrate its
functionality [9]. Here, in this paper, we will show
more practical applications at which the sound
spatialization facility plays a significant role.

4. Music Mashup Application

4.1 Background
In computer music, people are interested in creating
and performing music. Musical instruments which are

augmented by digital technologies have been proposed.

TENORI-ON [23] is an example. It gives a "visible
music" interface at which a 16x16 matrix of touch
sensible LED switches allows a user to play music
intuitively. Some researchers put emphasis on the
instrument part (e.g., [24], [25]), but some others
focused attention on user-interface where tactile,
gestural, or multimodal features are emphasized (e.g.,
[26], [27]).

The trials mentioned above focus on interactive
music composition. There have been few trials
allowing the user to enjoy manipulating the spatial
position of sound sources (e.g., virtual music
performers), while it is of a great importance to people
in order to attain reality [10]. Pinocchio [28] and the
one exhibited at Sony ExploraScience museum are
examples which emphasize localization of sound.

Meanwhile, the online music software Massh! [29]
inspired us with its distinguished functionality and
interactive features. It enables users mix sound
samples or loops to make a new song (i.e., mashup).
Furthermore, its visual user interface is highly
interactive. Sound loops are graphically represented on
the screen as rotating circular waveforms. They can
form a group (i.e. mix), which are played in sync with
each other.

Sound loops are presented in Massh! as visual clues,
but no sound spatialization is available. We consider
adding a sound spatialization facility for more
attractive music mashup.

4.2 Design policy

Several different interface designs for music
mashup in our system setting can be thought.

One possibility is that, considering music loops are
time-based media and their execution (play) is limited
to one part within the whole at a time, a music
loop/sample is represented in a form of timeline with a
slider showing which part of the music loop/sample is
being played. Multiple sliders may be assigned to one
music loop/sample, allowing the player to have a
composition that employs a melody with one or more
imitations of the melody played after a given duration,
that is, a canon.

Meanwhile, we take another approach where music
is organized by multiple moving sound objects which
correspond to sound samples or loops. While no play
position control is available for the objects, flexibility
is given to them in respect of their moving paths. This
fits well to our system architecture.

Here, in order to have variation of sounds generated,
we prepare two path patterns: a straight line and a
circular line. Multiple sound objects may be associated
with one path. When a sound object comes to a
crossing point where two or more paths are overlapped,
the object may change its path to another.

4.3 Implementation

We have built an actual music mashup application
on the tabular sound spatialization system.

First, the user determines a path for sound object(s)
on the table by placing certain gestures as explained
below.



For specification of a straight line, the user touches
the stick device at a starting point on the table, and
then brings it to a desirable terminal position with
keeping its head on the table. The straight line has a
handle in a triangular shape at each side of the line (see
Fig. 4). The user can change the length and angle of a
line by manipulating its handle.

Figure 4. Specification of a straight line path

On the other hand, a circular line can be generated
by bringing one handle of a predefined straight line
close to the other handle, as shown in Fig. 5(a). The
user is allowed to modify the position and size of a
circular line by dragging a center marker and a special
marker on the line, respectively (see Fig. 5(b)).

>

A

(b)

Figure 5. Specification of a circular line path

Music starts by generating sound objects on the
table. Generation of a sound object is carried out by
tilting the stick device while pushing a button of the
device. Graphically, a sound object takes a circular
shape with a certain color and size. The color
corresponds to a sound sample/loop, while the size
corresponds to its loudness. The size of a sound object
is determined, when the object is instanciated, by the
position of the stick device in a 3D space on the table.
Higher the spatial position, larger the circle size and
thus louder the generated sound.

When a sound object is placed on a line, it starts
moving along the line. Users enjoy feeling the
movement of the sound. In the present implementation,
change of the path from one line to another at a
crossing point happens by a certain possibility. Figure
6 shows such examples. Furthermore, it is allowed for

the user to take a sound object to another position after
its creation. If the object is placed at the position where
no path line exists, it keeps its position and doesn’t

move.

Figure 6. Change of a path

Meanwhile, when the device is swung down over a
sound object which is sounding, the sound is
terminated. At the same time, its color becomes black
to see the change. If the gesture is applied again, the
object restarts sounding.

When the user places a gesture of handling a sound
object on the table with a light quick blow, it flows out
of the table with graphical effects - i.e., the object is
broken in segments. Semantically this means deletion
of the object.

Figure 7 shows a snapshot of the system in use.
Multiple users can play collaboratively each other.
Manipulation of sound objects and lines which may be
specified by other users brings a change of sounds in
real time. This notifies each user of others’ play, and
stimulates him/her to have a reaction.

Figure 7. Collaborative play with the system

Having a feeling of sound movement is attractive
and fun in such a music application realized in our trial.
Here we noticed the importance of authoring effective



content to give users better impression in their
performance. Experimental evaluation of the
usefulness of the proposed music application still
remains.

5. Supporting Reminiscence for Older
People

5.1 Background

Reminiscence therapy is a psychosociological
therapeutic approach to the care of older people [30],
[31]. Older people recall various experiences from
their past life and share them with others to facilitate
pleasure, quality of life, emotional stability or
adaptation to present circumstances, and to reduce
isolation and depression.

In practice, due to a rapid increase in the elderly
population, interest in reminiscence therapy has
continued to grow. Trials have actually been carried
out in hospitals, day care, nursing homes, and other
settings, where reminiscence therapy is usually
conducted in a group guided by an experienced staff.

Meanwhile, in a reminiscence session, the staff
shows visual media such as photographs and pictures
as a clue. Some other media including music, smell,
and tactile may be used as well to make the session
successful. [32] and [33] present computer-based
multimedia conversion aids in which audio, video,
animation and/or QuickTime VR are utilized.

It is noted that, in the existing trials of reminiscence
therapy with music, songs or melodies are a matter of
concern. It is expected that the position of sounds and
its movement work considerably to help people in
recalling experiences and then initiating their speech.

5.2 Design policy

We consider that there are two key points in the
development of a  computer-assisted system
implementing reminiscence for practical use.

One is the friendliness and effectiveness of the
system to participants (older people). They are not
willing to use a computer and, thus, its user-interface
should be natural and simple.

The other concerns the utility of the system for an
experienced staff who guides older people in
reminiscence. There are demands of helping him/her in
creation of reminiscence materials and gathering of
data which are useful for analysis of the session, for
example, how long each of the participants spoke and
which topics he/she was interested in.

In this trial, we consider issues of a multimodal
interface for creation and play of reminiscence

materials. A facility of recoding and analyzing
activities presented by participants will be reported
elsewhere.

The interface needs providing a facility to place a
sound at any position on a picture and specify its
arbitrary movement on the picture as, for example, a
child runs around in a playground. The specification
should be understandable so that the user can edit it.
Here, simplicity is a matter of vital importance in its
design.

5.3 Implementation

For creation of a reminiscence material, the staff
first selects a picture from a database, and then assigns
sound objects on it by manipulating the sticky device.
Each of the created sound objects is visualized in an
icon so that the staff can easily identify the position
and some other states of the object, as shown in Fig. 8.
Those states include the mobility (moving object or
stable object) and sound existence (on or off). When
the staff drags the icon (i.e., sound object) by using the
sticky device on the table, its path is recorded as
traversed. He/she may repeat the tasks explained above
to define a complete set of the reminiscence material.

icons associated with sound objects

Figure 8. Assignment of sound objects

Once the specification is completed, it is ready to
play the material. The staff can switch from one
picture (with sounds) to another by pressing a button
of the sticky device. Icons as sound markers are not
displayed anymore during the playback.

Meanwhile, a preliminary evaluation of the system
has been conducted. A group of three university
students participated in the test where they were asked
to have a reminiscence session using the system. We
compared system performances in two settings (with
and without sounds) by a questionnaire with three
questions: “Was the communication lively?”, “Was it



helpful to initiate a speech?”, and “Which setting is
advantageous?”.

All of the subjects marked higher score to the
setting with sounds than that with no sounds. In
addition, the following opinions are given by the
subjects.

- The session with sounds stimulated reminiscence.

- Combination of background sounds with foreground
sounds, which are listened to consciously, would be
beneficial.

Though further detailed experiments must be
conducted, this system setup would be of help in
performing reminiscence therapy. Usefulness of the
authoring facilities for the experienced staff needs to
be investigated.

By the way, in the current implementation, we
assume static images. We will investigate an extension
so that videos can be used as a medium for
reminiscence therapy. The system should then provide
a facility that sound objects follow target objects in a
video. Of course an experienced staff doesn’t want to
learn complex operations in authoring. It is necessary
to design an interface so as not to make the authoring
of such dynamic content difficult. A mechanism of
video editing based on object movement that one of
the authors proposed before [34] would be helpful to
the development.

6. Conclusions

We investigated in the paper how actually sound
positioning serves us as an effective technique for
implementation of advanced computer applications. As
practical examples, two applications to music mashup
and reminiscence were presented, which have been
implemented on top of the tabular sound spatialization
system we developed before. Users can collaborate
with each other with the help of sound objects which
are spatialized on the table, in addition to graphical
images.

Further studies still remain, which include
synchronization of sound objects running on a certain
path as to music mashup, and user tests by older
people in reminiscence.
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Abstract

Nowadays, users are evolving from consumers of
content and tools to producers of them, also becoming
co-designers of their tools and content. In this paper
we report on a methodology that supports this
evolution. It derives from our experience in
participatory design projects to develop multimedia
systems to be used by professional people in their work
practice, supporting these people not only in
performing activities in their specific domain, but also
allowing them to tailor their virtual tools and
environments and even to create and modify sofiware
artifacts. The latter are defined activities of End-User
Development (EUD). We show in this paper why EUD
is particularly needed in the medical domain and how
the methodology we have defined can be successfully
applied to this domain.

1. Introduction

A significant evolution of HCI practice is now
underway. Users are evolving from consumers of
content and tools to producers of them, increasingly
becoming co-designers of their tools and content [1, 2].
This evolution poses problems to software designers,
because users require software environments to create
their own tools empowered by the software but not
being obliged to become software experts. New
methodologies arise which support this evolution.

In this paper, we report on a methodology rising
from our experience in participatory design projects to
develop multimedia systems to support professional
people in their work practice. We illustrate our
approach by considering distributed multimedia
systems in the medical domain. Besides physicians, in
the last years we cooperated with other communities of
professional people, such as geologists and mechanical
engineers. These communities have some common
characteristics and requirements: a) they all perform
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their activities as competent practitioners, in that “they
exhibit a kind of knowing in practice, most of which is
tacit” and they “reveal a capacity for reflection on their
intuitive knowing in the midst of action and sometimes
use this capacity to cope with the unique, uncertain,
and conflicted situations of practice” [3]; b) they are
experts in a specific discipline (e.g. medicine, geology,
etc.), not necessarily experts in computer science. They
use their wisdom and knowledge in performing their
activities, need to collect and share the knowledge they
create to achieve their goals. Thus, they are knowledge
workers who need to become producers of content and
software tools.

The research we carried out in the last few years is
devoted to design and development of multimedia
interactive systems that support people in performing
activities in their specific domains, but also allow them
to tailor these environments so that they can better
adapt to their needs, and even to create or modify
software artefacts. The latter are defined activities of
End-User Development (EUD) [1, 2]. By end users we
mean people who use computer systems as part of
daily life or daily work, but are not interested in
computers per se [1, 4].

We show in this paper why End-User Development
(EUD) is particularly needed in the medical domain
and how the methodology we have defined to support
EUD can be successfully applied to this domain.

2. The overall approach

In the years, we have been developing an approach
to participative design and to the creation of software
infrastructures that support EUD activities as well as
knowledge creation and sharing performed by
knowledge workers in a specific domain.

The approach capitalizes on the model of the HCI
process and on the theory of visual sentences we have
developed [5]. HCI is modeled as a syndetic, holistic,
dynamic process: syndetic in that it is a process in



which two systems of different nature (the cognitive
human and the computational machine) cooperate in
the development of activities; holistic in that it is a
process whose behavior emerges from the behaviors of
the two systems, and cannot be foreseen in advance;
dynamic in that the HCI process occurs through the
cyclical exchange of messages (e.g. visual, audio or
haptic messages) between human and machine in a
temporal sequence. Each message exchanged between
the two communicants is subject to two interpretations:
one performed by the human and one performed by the
computer, based on the code created by the program
designer [1].

The research resulted in the definition of the
Software Shaping Workshop (SSW) methodology [1],
which adopts a participatory approach that allows a
team of experts, including at least software engineers,
HCI experts and end users to cooperate in the design
and implementation of interactive systems. The aim of
this methodology is to create systems that are easily
understood by their users because they “speak™ users’
languages. Such systems are based on an infrastructure
constituted by software environments, called Software
Shaping Workshops (SSW or briefly workshops), and
communication channels among these workshops. The
term workshop comes from the analogy with an artisan
or engineer workshop, i.e. the workroom where a
person finds all and only those tools necessary to carry
out her/his activities. Following the analogy, SSWs are
virtual workshops in which users shape their software
tools. Each adopts a domain-oriented interaction
language tailored to its user’s culture, in that it is
defined by evolving the traditional user notations and
system of signs.

End users, as knowledge workers, interact with
SSWs to perform their activities, to create and share
knowledge in their specific domains, to participate in
the design of the whole system, even at use time.
Indeed, End-User Development (EUD) implies the
active participation of end users in the software
development process allowing users to create and/or
modify software artefacts. In this perspective, tasks
that are traditionally performed by professional
software developers are transferred to end users, who
need to be specifically supported in performing these
tasks. Some EUD-oriented techniques have already
been adopted by software for the mass market, such as
the adaptive menus in MS Word™ or some
“Programming by Example” techniques in MS
Excel™. However, we are still quite far from their
systematic adoption.

To permit EUD activities, we defined a meta-design
approach that distinguishes two phases: the first phase
consisting in designing the design environment (meta-
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design phase), the second one consisting in designing
the actual applications by using the design
environment. The two phases are not clearly distinct
and are executed several times in an interleaved way,
because the design environments evolve both as a
consequence of the progressive insights the different
stakeholders gain into the design process and as a
consequence of the feedbacks provided by end users
working with the system in the field [1, 2].

The methodology offers to each expert (software
engineers, HCI experts, end users as domain experts) a
software environment (SSW), by which the expert
contributes to shape software artefacts. In this way the
various experts, each one through her/his SSW, can
access and modify the system of interest according to
her/his own culture, experience, needs, skills. They can
also exchange the results of these activities to converge
to a common design. The proposed approach fosters
the collaboration among communities of end users,
managers, and designers, with the aim of increasing
motivation and reducing cognitive and organizational
cost, thus providing a significant contribution to
EUD’s evolution.

The SSW infrastructure resulting from the
application of the SSW methodology is a network of
interactive environments (software workshops) which
communicate through the exchange of annotations and
boundary objects. In particular, the prototype of the
application being developed is used as a boundary
object, which can be used and annotated by each
stakeholder [6]. Each stakeholder participates to the
design, development and use of the infrastructure
reasoning and interacting with software workshops
through her/his own language. Therefore, the
workshops act as cultural mediators among the

different stakeholders by presenting the shared
knowledge according to the language of each
stakeholder.

3. Multimedia systems in the medical
domain

The evolution of information technology may
provide a valuable help in supporting physicians’ daily
tasks and, more importantly, in improving the quality
of their medical diagnosis.

In current medical practice, physicians have the aid
of different types of multimedia documents, such as
laboratory examinations, X-rays, MRI (Magnetic
Resonance Imaging), etc. Physicians with different
specializations usually analyze such multimedia
documents giving their own contribution to the
medical diagnosis according to their ‘“expertise”.



However, this team of specialists cannot meet as
frequently as needed to analyze all clinical cases,
especially when they work in different hospitals or
even in different towns or states. This difficulty can be
overcome by providing physicians with computer
systems through which they can cooperate at a distance
in a synchronous and/or asynchronous way, also
managing multimedia documents. In [7], we provide
an example of such systems, that has been proposed to
support neurologists working at the neurology
department of the “Giovanni XXIII” Children Hospital
of Bari, Italy, which gives them the possibility of
organizing virtual meetings with neuro-radiologists
and other experts, who may contribute to the definition
of a proper diagnosis. The system is the result of an
accurate user study, primarily aimed at understanding
how the physicians collaborate in the analysis of
clinical cases, so that functional and user requirements
can be properly derived.

The study also revealed that physicians with
different specializations adopt different languages to
communicate among them and to annotate shared
documents. For example, neurologists and neuro-
radiologists represent two sub-communities of the
physician community: they share patient-related data
archives, some models for their interpretation, but they
perform different tasks, analyze different multimedia
documents (e.g., EEGs, in the case of neurologists,
MRIs, in the case of neuro-radiologists) and annotate
them with different notations, developed during years
of experience. Such notations can be considered two
(visual) languages.

The system described in [7] provides neurologists
and neuro-radiologists with software environments and
tools which are both usable and tailorable to their
needs. It has been designed by adopting the SSW
methodology [1]. Thus each specialist works with
her/his own workshop to analyze the medical cases of
different patients and to formulate her/his own
diagnosis, taking into account the opinions of the other
colleagues provided by the system, without the need of
a synchronous consultation.

More specifically, if the neurologist needs to
consult a neuro-radiologist, he makes a request by
opening an annotation window. This window permits
to articulate the annotation into two parts: the question
to be asked to the colleague; and the description which
summarizes information associated to the question. A
third part can be tailored according to the addressee of
the consultation request: if s/he is a physician who
needs more details about the clinical case, the sender
may activate the detailed description and fill it,
otherwise s/he can hide it. In other words, the
physician who wants to ask for a consultation is
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allowed to compose a tailored annotation specific to
the physician s/he is consulting. In a similar way, a
physician can make a different type of annotation in
order to add a comment, which is stored and possibly
viewed by other colleagues, thus updating the
underlying knowledge base.

In the SSW approach, electronic annotation is a
primitive operator, on which the communication
among different experts is based. Moreover, the
annotation is also a tool through which end users
produce new content that enriches the underlying
knowledge base. An expert has the possibility of
performing annotations of various elements of the
workshops, such as a piece of text, a portion of an
image, a specific widget; through the annotation, the
expert makes explicit her/his insights regarding a
specific problem. The annotation is a peer-to-peer
communication tool when it is used by experts to
exchange annotated documents while performing a
common task (e.g., defining a medical diagnosis). An
expert can also annotate the workshop s/he is using,
since annotation is also a tool used to communicate
with the design team in charge of the maintenance of
the system. The annotations are indexed as soon as
they are created, by the use of a dictionary that is
defined, updated and enriched by the experts
themselves. The terms defined in the dictionary allow
the experts to use the language, in which they are
proficient, to annotate. They also permit the
communication and understanding among the different
actors having different expertise and languages.

4 EUD for managing Electronic Patient
Records

The system described in the previous section allows
its end wusers to perform some EUD activities.
However, in the same medical domain, it is the
management of the Electronic Patient Record (EPR)
that pushes even more towards enabling EUD, as we
will show in the following.

4.1 EPR

The current implementation of the EPR causes a lot
of problems due to the fact that it is still commonplace
that individual hospitals and even specific units within
the same hospital, create their own standard
procedures, so that physicians, nurses and other
operators in the medical field are reluctant to accept a
common unified format. Actually, they need to
customize and adapt to their specific needs the patient
record [8]. Thus, the EPR is a natural target for EUD.



Patient record is many-sided because it is a
document to be read and understood by various and
very different actors, such as physicians, nurses,
patients’ relatives, the family doctor, etc., so that it
must have the ability to speak different “voices”, i.e.,
to convey different meanings according to the actors
using it [9].

The patient record contains at least two clear
intertwined voices: a voice reporting what health
professionals did to patients during their stay into the
hospital, and another voice attesting that clinicians
have honored claims for adequate medical care. Patient
records are official, inscribed artifacts that practitioners
write to preserve memory or knowledge of facts and
events occurred in the hospital ward [10].

The patient record has two main roles: a short-term
role refers to collect and memorize data to keep trace
of the care during the patient’s hospital stay; a long-
term role refers to the archival of patient’s data for
research or statistical purposes [11]. Accordingly, the
specialized literature distinguishes between primary
and secondary purposes, respectively. Primary
purposes regard the demands for autonomy and
support of practitioners involved in the direct and daily
care of patients; while secondary purposes are the main
focus of hospital management, which pursue them for
the sake of rationalizing care provision and enabling
clinical research [9]. Our goal takes into account the
primary purpose of patient record by designing an
Electronic Patient Record (EPR) whose document
structures and functionalities are aimed at supporting
information inscription according to the specific needs

of each involved stakeholder.

In this scenario, document templates and masks are
usually imposed to practitioners, without considering
the specific needs and habits of those who are actually
using the EPR. The combination of requirements for
both standardization and customization means that
EPR systems are a natural target for EUD [9].

Again, in collaboration with the physicians of the
“Giovanni XXIII” Children Hospital of Bari, Italy, we
conducted a field study on the patient record and its
use through unobtrusive observations in the wards,
informal talks, individual interviews with key doctors
and nurses, and open group discussions with ward
practitioners. During the study, the analysts
periodically observed the physicians during their daily
work in the hospital (about 2-3 visits per month for
two months). They observed how the identified
stakeholders, i.e. head physicians, physicians, nurses,
administrative staff, etc., of the same hospital manage
paper-based patient records; our aim was to better
understand which kind of documents, tools and
languages are used. The information collected during
the study has been used to identify the right
requirements of an application implementing the EPR.
The most important point that emerged is that they
actually have specific patient records for each ward,
even in the same hospital; this because there is the
need of storing different data in the EPR, depending on
the specific ward. For example, in a children
neurological ward, information about newborn feeding
must also be available, while in an adult neurological
ward, information about alcohol and/or drug
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Figure 1. A screen shot of the SSW for the head physician “unic” of the “Neurologia” (neurology) ward.




assumption is required.

The different patient records can be seen as being
composed by modules, each one containing specific
fields for collecting patient data. Various stakeholders
use the patient record in different ways and to
accomplish different tasks, i.e., the nurse records the
patient measurements, the reception staff records the
patient personal data, the physician examines the
record to formulate a diagnosis, and so on. We realized
that the patient records used in different wards
assemble a subset of modules in different ways,
customized to the need of the specific ward. Thus, our
approach was to identify the data modules that have to
be managed in the whole hospital and let each head
physician to design the EPR for her/his ward by
composing a document through direct manipulation of
such modules.

4.2 Co-designing the EPR with end users

The design of a prototype system to manage EPR
followed the SSW approach, creating a software
environment (SSW) for each type of stakeholder to
allow them to accomplish their daily tasks in a
comfortable and suitable way, as well as to give them
the possibility of tailoring the SSW through EUD
activities.

In particular, an SSW has been developed for the
head physician, in which he can design the ERP
tailored to the needs of his ward. The system supports
his design activity by providing the SSW for the head
physician with the set of predefined modules, among

which he chooses those appropriate for his ward and
assembles them in the layout he prefers. Figure 1
shows the SSW for the neurology head physician
(“Primario Reparto: Neurologia” in Italian). The
working area of the SSW is divided in two parts: on
the left part there are all modules he can insert in the
ERP (“Moduli Inseribili” in Italian), e.g., “Misure
Antropometriche all’ingresso”, “Allattamento”,
“Esami Fuori Sede”, etc. (“Entrance Anthropometric
Measurements”, “Feeding”, “External Examination” in
English respectively),; on the right part there are the
modules he is using to compose the tailored ERP
(“Cartella Clinica” in Italian), e.g., personal data,
“Routine  Ematica” and “Consulenze Inviate”
(“Hematic Routine” and “Sent Counsels” in English
respectively). It does this by simple drag and drop of a
module selected on the left part and inserting it in the
desired position in the EPR he is composing in the
right part of the working area.

Once the EPR design is completed, the head
physician clicks on the “Save” button. In this simple
way, he has actually created a software artefact that
will be used by his ward personnel.

Figure 2 shows the EPR designed for neurology
ward as it appears in the SSW for nurses. A nurse uses
the EPR to primarily input data about patients. This
end user does not have all EUD possibilities allowed to
the head physician in his SSW, her/his tailoring is
limited to modify the layout of the EPR modules. This
because, if the nurse has to insert data in some specific
modules, s/he prefers to move these modules to the top
in order to find them quickly. Figure 2 shows a
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situation in which the pointer is on the module
“Routine Ematica” (“Hematic Routine” in English)
because the nurse wants to move this module in a
different position.

5. Conclusions

This paper has discussed how to support end users

who are increasingly willing to become co-designers
of their tools and content. It is argued why End-User
Development is particularly needed in the medical
domain, were physicians, nurses, radiologists and other
actors in the field are the end users. Furthermore, it is
shown how the SSW methodology, which has been
defined to create interactive systems that support EUD,
can be successfully applied to this domain.
The infrastructure proposed by the SSW methodology
to create interactive systems as a network of software
environments (the SSWs) is implemented by
exploiting a suite of XML-based languages.
Specifically, the SSWs of the EPR prototype are
implemented as IM°L programs that are interpreted by
a specialized engine, which is a plugin of the web
browser [12, 13]. IM’L (Interaction Multimodal
Markup Language) is an XML-based language for the
definition of software environments at an abstract
level. In other words, environment elements and their
behaviours are defined in a way independent by
cultural and context-of-use characteristics; such
characteristics are specified through other XML-based
documents. The engine interprets these documents to
instantiate the EPR SSWs, which are rendered by an
SVG viewer under the coordination of the web
browser [14]. As future work, we have planned an
experiment with the end users. We will consider as
quantitative metrics both the execution time of the
assigned tasks and the errors made by the users. From
a qualitative point of view, we will administer a post-
experimental survey based on the SUS (System
Usability Scale) method [15].
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Abstract

This research proposes how class diagrams
that use the Unified Modeling Language (UML) can
be converted to a user interface of a Web page using
the Model Driven Architecture (MDA). From the
Platform Independent Model (PIM) we go to the Web
Platform Specific Model (PSM), and then to the
direct generation of code templates for Web page
applications. In this research the class diagrams are
drawn with the Rational Rose, then, using our
self-developed program, these diagrams can be
transformed into code templates with Servlets, JSP,
and JAVA. We implement a case study for verification,
and then calculate the transformation rate with lines
of code (LOC) coverage rate by measuring the LOC
after transforming and after the system is finished.
The results show the transformation rate is about
thirty-six to fifty percent, which represents that this
research can help the programmers to greatly reduce
the developing period.

Keywords: Model Driven Architecture, Platform
Independent Model, Platform Specific Model

1. Introduction

Software is largely intangible [1]. Software
development gradually transforms from structure
analysis and design to object-oriented analysis and
design, but the software industry is labor intensive,
even after finishing system analysis, the programmers
still start from scratch and write the code. Especially
in the application software development for Web
pages, in the last few years, there are many
researches have been proposed to reduce code and
development time. This research focuses on how
class diagrams can be transformed into Web pages,
the results could reduce the development time for
Web pages programmers. The common Web pages
developing tools include JSP, PHP, and ASP etc.. The
platform used in this research is JAVA, the Web pages
developing tool is JSP, relevant technology are JSP,
Servlets and Ajax. This research uses IBM Rational
Rose as the CASE tool for class diagram object
modeling, and the user interface code templates are
then created via the conversion program written by
ourselves.

2. Literature Review

The object-oriented paradigm has gained
popularity in various guises not only in programming
languages, but also in user interfaces, operating
systems, databases, and other areas [2]. Classification,
object identity, inheritance, encapsulation, and
polymorphism and overload are the most prominent
concepts of object-oriented systems [3]. The UML is
a modeling language that helps describing and
designing software systems, particularly software
systems built using the object-oriented approach.
This research uses Robustness diagrams [4] for
describing the application environment of Web pages.

The MDA is a framework for software
development defined by the Object Management
Group (OMG). It is the importance of models in the
software development process [5, 6]. The MDA
development life cycle included four kinds of models.
Computation Independent Models (CIM) describe
the requirements for the system and represent the
highest-level business model. It is sometimes called
“domain model” or “business model”. A PIM
describes a system without any knowledge of the
final implementation platform, and this PIM is
transformed into one or more PSMs. A PSM is
tailored to specify a system in terms of the
implementation constructs that are available in one
specific implementation technology. The final step in
the development is the transformation of each PSM to
code. The CIM, PIM, PSM, and code are shown as
artifacts of different steps in the software
development life cycle, which is shown in Figure 1.
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Figure 1. MDA software development life cycle and
output artifacts

The most widely used architecture in the
environment of Web applications is Browser/Server
(B/S) approach, an example for a specific
Client/Server (C/S) structure [7]. The basic
architecture of Web systems includes a client browser,
a Web server, and a connecting network. The



principal protocol for communication is the
Hypertext Transfer Protocol (HTTP). The principal
language for expressing the context between the
client and the server is Hypertext Markup
Language (HTML) [8].

Relevant technologies for today’s Web
applications include CGI, Applets, ActiveX controls,
plug-ins and Ajax etc. To explain the general
structure of such a Client/Server system, a Web page
can be modeled into a class, and a client page can be
modeled into another class, which must be drawn by
the method of extending UML [9].

3. Transformation from Class Diagrams to Web
Applications

In the concept of MDA we must first create the
PSM design for a specific Web application. A Web
page can be expressed by class diagrams where every
stereotype  (including stereotype classes and
associations) is defined in order to describe the
situation of every Web page, then the Web class
diagrams can be drawn and, in the final step, it can be
transformed into a code template.

3.1 Web Pages Components Mapping Methods
3.1.1 Stereotypes

In order to extend its function of use in UML,
we can use stereotypes to strengthen and define the
class model. Stereotypes allow us to get a more
proper description to the class objects, they can be
used for describing and limiting the characteristics of
the module components, and they exist in standard
UML components [10]. In this paper, we use Rational
Rose to define control classes and strengthen the
classes that describe the Web pages. This research
proposes stereotype class mapping methods as
described in Table 1.

3.1.2 Association Stereotypes

In order to implement Web modules, it is vital
to control user-site and server-site requests and
responses via HTML in the network. Using
association stereotypes between classes is an optional
way to model HTTP parameters, and it is useful when
parameters are relatively complex or have special
semantics and extra documentation is necessary.
Therefore, this research proposes the mapping
methods of association stereotypes between classes as
shown in Table 2.

3.2 PSM to Code Template Transformation

Every  stereotype class has  different
transformation model, in here; we describe a Servlet
transformation rule as an example. The attributes and

Table 1. Stereotypes Mapping in Class

Responsible for showing the request of
client site, and communicating with
back end module The methods of this
class contain at least Get() or Post().

<<Servlet>>

A server page represents the server site
information, the attributes and methods
in this class are implemented by
Scripting Element.

<<Server
Page>>

A client page represents the <HTML>
element, which has two principal child
elements: <HEAD> and <BODY>.
The <HEAD> represents structural
information about the Webpage; the
<BODY> element represents the
majority of the displayed content [8].

<<Client
Page>>

The HTML <<Form>> stereotype class
represents some attributes, such as
input boxes, text areas, radio buttons,
check boxes, and hidden fields, these
classes map directly to a <Form>
element [8].

<<Form>>

A <<model>> stereotype class
represents the logical operation of
business processes, which is
implemented by JAVA. Its meaning is
the same as traditional class diagrams,
therefore a class diagram notation can
ignore the <<Model>> stereotype in
this research.

<<Model>>

Table 2. Association Stereotypes

Association Description
This is an action of a Servlet or a
<<Build>> Server Page creates a Client Page or

a Form.

A relationship between a client page
and a server-side resource or Web

page.

<<Link>> [8]

A directional association from a Web
page to another Web page.

<<Include>>[8]

The client page should be
automatically replaced with another
client page, where Post and Get are
two methods to achieve this, among
others.

<<Redirect>>

This represents many types of
embedded objects, such as Applet,
ActiveX controls.

The parameters for the object are
defined in the parameterized class.

<<Object>> [8]

<<Asynchronous>>

The client page sends an
asynchronous request to Servlet.

A relationship between a <<Form>>
and a server page. Post or Get are
used for submitting, among other
methods.

<<Submit>>

| Stereotypes | Description

methods in Servlet are implemented by traditional
JAVA, but the difference lies in the association

| between classes. Generally speaking, a Servlet must




accept a Form request, and then a redirection to

another Webpage occurs. Its transformation steps are

as follow:

1. <<Form>> request- According to Form request the
association names (Get or Post), then declare the
method of doGet or doPost.

2. <<Client Page>> asynchronous- In Servlet,
implement the asynchronous pattern and then
declare the method doAsynWork.

3. <<Redirect >>- Generate the code as follow:

RequestDispatcher view =

request.getRequestDispatcher("/****Redirect Page
seskok / ")’

view.forward(request, response);

4, Measurement

For the experimental evaluation we adopt
“code coverage” to calculate the result. Code
coverage is a measure used in software testing. It
describes the degree to which the source code of a
program has been tested. In this research, code
coverage represents the ratio of information in class
diagrams to the information in the full implemented
system. Talking about information, we define the way
of measurement and standard of quantification
analysis as follows:

4.1 The Way of Measurement

In a software development project, software
measurement can be achieved in a lot of ways, such
as lines of code (LOC), function point (FP), object
point, COCOMO, and Function requirement etc. We
choose LOC, and the reasons are:

1. The value is easily measured.

2. There is a direct relationship to the measurement
of person-months (effort).

3. Effort is also a size-oriented software metric [11].

For a class diagram, it expresses static information as

well as the relation between classes, and the resulting

LOC can be easily counted automatically after

transformation.

4.2 Counting Standard

LOC counters can be designed to count
physical lines, logical lines, or source lines by using a
coding standard and a physical LOC counter. For
different kinds of Coding Style, the LOC turns out
differently, so we need to define the Coding Standard
and Counting Standard which we use for our
measurement.

In this research, line counters are defined as follows:

1. XML has defined and self-defined tags in Web
pages, a set of tag counts as one line.

2. If the web pages are not XML, (e.g. Scripts,
Scriptlets, and Expressions), every line of code
counts as one line.
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5, Case Study

5.1 Experiment Steps

The CASE Tool selected for this experiment is
the Rational Rose from IBM which transforms class
diagrams into code templates. First, Rational Rose is
used to draw the class diagrams, then the labels of the
stereotypes are added in the class diagrams, and lastly
we utilize the program developed by ourselves to
transform the class diagrams into code templates.

5.2 Case Description

To verify the theoretical structure proposed by
this research we use the practical example of a
Login/Register System. It has three main functions in
the Use Case Diagram. There are “Account
registration”, “User login”, and “Display Home
page”.

Figure 3 is a class diagram of PIM of a user
Login/Register System which reflects the Use Case
diagrams. In the preliminary design, which uses
Robustness diagrams for description, we include the
entity classes, boundary classes and control classes.
Boundary classes represent the shown Web page
content, i.e. the information in the system, such as the
account and password fields that LoginClient offers
for the user login. Control classes deal with the
parameter request by the boundary classes, such as
login request to LoginServlet of LoginClient, and
they are determined to call out Register of the Entity
class to deal with the request.

LoginClient N

<<Redifect>>

<<Submit>>
Post

Longer\Ael Register
Index

DBManager

<<Redirect>>

<<Submit>>

Post

User

RegisterClient Reg\s(erSeMel

Figure 3. The PIM of a Login/Register System

Use Case 1: Account Registration

This use case includes the boundary classes
RegisterClient, RegisterForm, and RegisterBackForm,
the control class RegisterServlet, and the entity class
Register as back end. Between the classes
RegisterClient and RegisterServlet, there are
asynchronous relations, so the Ajax pattern will be
used for realizing the code transformation.When the
user succeeds to register, the class RegisterServlet
will redirect him to the Index home page.
Use Case 2: User Login

This use case includes the boundary classes
LoginClient, LoginForm, and LoginToRegister and
the control class LoginServlet. When the user inputs
his account and password, the class LoginForm will
send a request to the class LoginServlet using the
Post method, and then the class LoginServlet makes
the decision if the user is redirected to the Index or



the class LoginClient.
Use Case 3: Display the home page

The home page includes Index and
AVLTreeApplet, and is displayed by a Java Applet. It
is described how the Applet object is loaded and
integrated into the Index home page via object
parameter classes.

5.3 Measurement Result

We measured the LOC of the code template for
each use case after transformation and the LOC of the
finished system by the previously defined counting
standard. The data is shown in Table 3.

Table 3. Measurement Result

LOC of Code LOC of Transform
template after finished .
transform system ratio
Use Case 1: Account Registration
registerclient.html 42 95 44%
RegisterServlet.java | 14 38 37%
Use Case 2: User Login
loginclient.html 11 22 50%
LoginServlet.java 11 21 50%
Use Case 3: Display home page
index.jsp |5 | 14 | 36%

The results show that the transformation rate is
about thirty-six to fifty percent. When we focus on
the part not responsible for the program logic in this
class, this is a relatively high proportion. The
transformation into the code template according to
the defined Web page class diagrams represents the
static structure model of the system, consisting of
attributes, operations, and associations between
classes. However, the system operation logic cannot
be expressed in detail. This part is still up to the
programmers.

6, Conclusion

Nowadays, Web code must be programmed
from scratch even if the PSM analysis is finished, but
in this research we proposed a method of code
template transformation. By adding stereotypes to
class diagrams, they can describe Web pages,
synchronous or asynchronous relations, and we can
transform them into code templates with distinct
logical, control, and view code blocks using
JSP&Servlets or the MVC model.

Asynchronous relations can be realized using
many methods. This research adopts Foundations of
Ajax to express that the client site responds to the
server site. Furthermore, reverse engineering is a
factor to be considered, so that maybe change of the
code can be reflected in the Web class diagrams
afterwards.

For the case study example in this research, a
class diagram transformed into code templates can
only be achieved about thirty-six to fifty percent of
the whole system, which expresses that it does not
discover all the sufficient information we want.

Because of the definition of class diagrams and
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the representing models, they can only express static
class content and relationships. There are also other
aspects that cannot be described in design and
transformation for more complicated program logic.

For this reason, we can make use of sequence
diagrams, and state diagrams, in order to describe the
dynamic call and transfer between the states. So, the
further research will study how to create Web code
templates from interaction diagrams and behavior
diagrams.
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Abstract

In children’s playrooms and in secondary school projects
programmable toys and entry level programming courses
use visual programming languages instead of the (standard)
textual source codes seen in Logo, BASIC, Java. Higher ed-
ucation and research also propose visual programming or
even (graphical) model based design to steepen the learning
curve'.

Industry however appears unfazed with this approach.
Textual source code is still the main means of representing
software.

Based on experience gained in laboratory exercises con-
ducted with students of an undergraduate course in mecha-
tronics this paper adresses the feasibility and efficiency of
this approach.

1. Introduction

A wide range of research papers proposes graphical rep-
resentations for complex software ranging from domain
specific code generators (e.g:[6], [9]) to software models
expressed in UML (e.g:[4], [18]).

[3] succinctly summarizes the reasoning for the visual
representation :

The human visual system and human visual
information processing are clearly optimized for
multi-dimensional data. Graphical programming
uses information in a format that is closer to the
user’s mental representations of problems, and al-
lows data to be manipulated in a format closer to
the way objects are manipulated in the real world.

Another motivation for using graphics is that
it tends to be a higher-level description of the de-

'In this context a “steep” learning curve means quick progress in learn-
ing — the increase in knowledge over time is growing steeply (at least dur-
ing the initial stages of learning).

sired action (often de-emphasizing issues of syn-
tax and providing a higher level of abstraction)
and may therefore make the programming task
easier even for professional programmers.

This research effort is flanked by a wide range of commer-
cially available, domain specific visual programming and
execution environments. Some examples could be National
Instrument’s Labview, Agilent’s Vee, IEC 61131-3 Sequen-
tial Function Charts, Mathworks’s Simulink. The following
links on Wikipedia give a quick synopsis of these products:
[12, 13, 14, 15, 16, 17]. More information can be found at
the respective products’ websites.

In daily practice the unified modeling language [7] has
become a (graphical) standard in the early phases of the
software development process — i.e: in design documents.
The diagrams are used to describe the architecture of a soft-
ware product on a more or less abstract level. Recently ef-
forts to execute the models have become visible.

However the vast majority of actual software products
is still implemented in textual source code. Common sense
apparently considers the available tools as unprofessional or
unsuited for big projects. There are little to none publica-
tions investigating the validity of this opinion.

To contribute some facts this paper summarizes experi-
ences with visual programming made in an undergraduate
course at the University of Applied Sciences Hof. A group
of engineering students specializing in mechatronics was
tasked with a signal-processing exercise.

2. Mechatronics

The students in the bachelor course “industrial engineer-
ing” specializing in mechatronics have to master a series of
laboratory exercises designed to deepen the understanding
of signal processing theory and its application in mecha-
tronical systems. In one of these exercises the students are
tasked with defining and implementing a criterion for stop-
ping the motor of a car’s power-window when something or
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someone is clamped in the window.

Figure 1. Experimental setup for the mecha-
tronical assignment

2.1. The laboratory exercise

The laboratory setup comprises a car-door with a power-
window, power electronics to drive the mechanics, measure-
ment circuitry to pick up the motor current and a controlling
PC running Agilent Vee (figure 1).

“Agilent VEE is an easy-to-use intuitive graphical test &
measurement software that provides a quick and easy path
to measurement and analysis.” [1] The software offers vi-
sual dataflow programming. The students “only” need to
connect a few blocks — signal source, signal processing, sig-
nal sink — to implement their first application, a simple data-
acquisition and display program necessary to analyze the
motor current data to find criteria for detecting that some-
thing is clamped in the window. Figure 2 shows a solution
for this first step.

This first application’s main function is the dataflow
from the analogue-digital-converter (data source block at
the right) to the scope display (sink block at the far right),
represented by the thin line linking source and sink. The
remaining blocks to the left of figure 2 are necessary to
setup the ADC and to implement an infinite loop to read and
display the data. This program sequence is specified with

a second type of connecting lines representing the control
flow (thick lines).

Figure 2. Simple program to study the be-
haviour of the motor current

The students are then instructed to conduct a series of ex-
periments with and without objects clamped in the window
to find a criterion for detecting that something is clamped in
the window. This step profits from the intuitive way of com-
bining signal-sources, signal-processing-blocks and sinks
(displays...) offered by the dataflow-oriented software.

Once a criterion is established, its implementation
which is usually a combination of calls to existing signal-
processing-blocks is quickly found — again thanks to the
dataflow design.

Making the criterion stop the motor however is not so
easy. The intuitive program used so far is straightforwardly
extended to periodically read the ADC and the window-
buttons and to write the motor up/down bits. The criterion
still works, since it is connected to the dataflow from the
ADC. As soon as the criterion stops the motor, the data from
the ADC will no longer indicate a clamped object (the mo-
tor current will be zero), thus the criterion will allow the
motor to run (again). This will lead to data that make the
criterion stop the motor, which makes the criterion start the
motor. Eventually the window will perform a jerking mo-
tion.

To overcome this problem the students have to add states
to the software. They can do it in a dataflow compatible
way, by adding a feedback variable that is written at the end
of the dataflow and read at the beginning of the dataflow.
The students usually reject this approach as unintuitive. The
alternative approach is a more complex controlflow con-
sisting of two nested loops: The outer loop is the data-
acquistion loop used so far. The inner loop is entered once
the criterion was activated and blocks the application until
the window-buttons are released.

Figure 3 shows a rather well structured solution for the
exercise. The software is still functional but no longer easy
to understand. The original loop is marked with “data ac-
quisition”. The additional code is necessary to implement
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the criterion and the “unjerky” stop function.
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Figure 3. Example for a (good) solution

2.2. The learning curve

Section 2.1 gives an impression of the exercise’s com-
plexity and size. The exercise is run in a 4 hour session
with one experienced tutor for four to five groups. Each
group with four to five students works in parallel on dif-
ferent exercises. The students have no prior knowledge of
Agilent Vee. The instructions for the exercise contain some
hints regarding the criterion and the usage of Agilent Vee.
The initial program shown in figure 2 is a part of these in-
structions.

Good students require about 1 hour of tutoring with re-
spect to the criterion and Agilent Vee and are then able to
implement a working software like the version shown in fig-
ure 3.

This astounding performance is attributed to the visual
programming interface offered by Agilent Vee. Other exer-
cises of similar complexity implemented in C++ or BASIC
show three to four times lower productivity even though
they are run with undergraduate students in computer sci-
ence that have extensive prior knowledge of the program-
ming language and the environment.

The key element seems to be Agilent Vee’s intuitive way
to connect (existing) software blocks by dataflow lines. In
C++ or BASIC such a link would be implemented as a
function/method-call and probably require some data con-
version from one call to the next call. Agilent Vee handles

the conversions transparently and therefore allows the user
to concentrate on the application.

But there is no rose without a thorn — the initially ex-
tremely steep learning curve in this exercise becomes con-
siderably flatter as soon as the students need to add the con-
trol flow mechanisms to prevent the jerky movement. At
this point they ask the tutor to find an implementation for
their solution.

2.3. Evolvability

Figure 3 shows that the initially attractive, intuitive vi-
sual programming quickly becomes a poorly structured
confusing diagram of linked blocks. Without the manually
inserted boxes, the code is almost unintelligible even though
this example is fairly simple. More complex applications
will have an even more confusing structure and therefore
need even more documentation.

The necessity to use structuring elements — e.g: hierar-
chical blocks — along with the increased need for documen-
tation significantly reduces the productivity of the visual ap-
proach.

In “one-shot” projects where no revisions are necessary
this lack of evolvability is not a problem. [10] describes
a field of industry using almost only this kind of software
projects. In this context the main challenge is the reuse of
code modules in a large software framework. With the right
kind of “building blocks” in the visual programming envi-
ronment the reuse of powerful code modules is facilitated
greatly.

3. Conclusion

The results clearly show that with visual programming
the learning curve is indeed steep compared to textual
source codes. The students produced impressive results
rather quickly, especially as long as big code-blocks are
reused by coupling them together to calculate the criterion.
To stop the motor properly control flow elements have to be
used as well. This rapidly results in a complex diagram, that
might be hard to evolve in future versions.

In the authors’ opinion visual programming is a power-
ful approach that allows to quickly build highly functional
applications that efficiently reuse code-blocks. On the other
hand these applications are not evolvable and should be con-
sidered as “one-shot” customization requiring a complete
(quick) rewrite for the next version. [2, 5, 6, 8, 9, 18] exem-
plify the demand for this kind of software projects / tools in
industry.
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Abstract

The importance of software diagrams is often overem-
phasized as well as underrated. We show that diagrams
must be used especially in the cases when (weakly struc-
tured) texts related to the natural language must be also
used. Examples are requirements specification, software ar-
chitecture overviews, formulation of ideas or basic princi-
ples of solutions. The fact that texts must be used together
with diagrams is often considered as a disadvantage as both
“formats” must be synchronized what is not an easy task.
We show that a proper combination of advantages and dis-
advantages of texts and diagrams can bring a great benefit.

The advantages of diagrams in late stages of SW deve-
lopment are not clear. One solution is to use diagrams
in initial stages of development only. An example of such
strategy is agile development. The second way is to sup-
press the importance of code like in model-driven architec-
ture (MDA ). MDA works well for small and routine projects.
The application of diagrams in large projects leads to com-
plex systems of complex diagrams. Such diagrams are not
too useful. It may be the main reason of limited success of
MDA.

1. Introduction

Diagrams and the practices using them are considered to
be very helpful, easy to understand and use. Experience in-
dicates that the use of diagrams is not without issues. The
notations of diagrams have been evolving quite rapidly, may
be quicker than software development paradigms. Some
aspects of software system structure and use have several
different modeling frameworks. There are several diagram
types used to model the same entities, e.g. business pro-
cesses or workflows. Workflow can be described by activity
diagrams in UML, diagrams in Aris [4], there are also two
system for workflow model languages designed by W3C
and WEMC. It indicates that the modeling needs and the

properties of best modeling practices are not clear enough.
The semantics of the diagrams is vague. Under certain cir-
cumstances it need not be wrong. The diagrams do not sup-
port newly invented constructs — an example is service gov-
ernment (compare the history of exceptions in flow charts).

There are doubts whether diagrams are of any use in
software maintenance as the updates of code and updates
of diagrams are usually not well synchronized and the dia-
grams therefore tend to be obsolete. Some methodologies
like extreme programming [2] forbid any use of diagrams
for maintenance or require, like in Agile Programming Ma-
nifesto [3] that the diagram should be used as an auxiliary
mean only. An intended exception is Model Driven Archi-
tecture (MDA, [7]) when code has an auxiliary role and it is
generated from diagrams. It has some drawbacks discussed
below.

On the other hand the use of diagrams in early phases
of development is quite common. But it can, as noticed,
lead to the situation when a software system has two defin-
ing/describing documentations — code and supporting dia-
grams being often obsolete.

2. Engineering Properties of Diagrams

The graphical nature of diagrams implies the following
drawbacks

1. The diagrams consisting of many entities are unclear
as humans are unable to follow more than ten entities
at once. Diagrams therefore are not too advantageous
to model complex systems. It is confirmed by obser-
vation. The solution can use decomposition of the
systems into autonomous components (e.g. services
in SOA) and hierarchical decomposition using subdia-
grams. The subdiagrams depict subsystems. The prob-
lem is that it is often difficult to do it well technically
and conceptually.

2. It is often difficult to implement a ”good” modifica-
tion of diagrams, i.e. transformations retaining desira-
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ble properties of transformed diagrams like lucidity. It
implies that the use of diagrams during software main-
tenance need not be helpful.

3. The semantics of diagrams tends to be vague in or-
der to support intuitiveness and flexibility. It is good
for specification as in this case the semantics can be
gradually “tuned”. It, however, partly disqualifies the
diagrams as a code definition tool.

All the facts are straightforward. Their managerial conse-
quences for process control are often not properly taken into
account. The consequence is that diagrams tend not to be
useful for the maintenance of long living systems.

3. Diagrams in Early Stages of Software Deve-
lopment

Diagrams are used in early stages of software develop-
ment. They are often used in requirement specification do-
cuments (RSD). RSD can be and MDA must be highly for-
malized but it then needs not be any good solution as the se-
mantics of such formalized specification language is rather
IT knowledge domain oriented than user knowledge domain
oriented. It can disturb the focus on the user visions and
user needs as the semantics of RSD can far from the seman-
tics of the user-domain languages; It therefore almost avoid
the possibility of effective collaboration with users during
the formulation of the specification'.

A satisfactory solution is to use a specification language
close to the professional user knowledge domain language
[5] and to use user-domain diagrams. The diagrams like the
specification languages should be flexible enough to enable
iterative specification techniques and stepwise increase the
precision and depth of requirements.

Such diagrams are then well understood by users so they
can well collaborate with developers. In this case the user
knowledge domain diagrams can be and usually should be
used. Such diagrams are used as long as the specification
documents are used and updated.

If a larger system is to be developed, its overall architec-
ture must be specified together with the requirements spec-
ification as the architecture determines the structure of the
requirements specification document. It is particularly typi-
cal for systems having service-oriented architecture (SOA).
The diagrams depicting some aspects of SOA are very use-
ful. Other aspects are difficult to depict yet.

It is often preferable to depict other overall (global) prop-
erties of the solution. The proper use of diagrams can sub-
stantially speed up the specification process and enhance the
quality of the resulting specification.

!t is one of the reasons why MDA has only a limited success.

As the specification is a crucial document, sometimes
even a part of formal agreements, it is kept actual and the
above problems with obsoleting diagrams need not take
place. Diagrams can help to explain global properties of
systems.

A crucial fact is that the diagrams are associated with
text in a “natural” language — requirements in the form leg-
ible for customers, informal descriptions of system archi-
tecture or of some aspects of the solutions depicted by the
diagrams.

3.1. Why Diagrams?

Diagrams can be something like a “materialization” of
ideas. They, like any natural language, can be as vague or
incomplete as necessary at a given moment or according
”state of art” of a project. They can hide details but they
can be iteratively precised to achieve needed exactness and
completeness. It is simplified by the fact that they can be
well integrated into text documents.

Many diagram types are intuitive and are the part of
professional languages. They should increase transparency
what is possible if they are not too complex, otherwise they
can be worse than a structured text.

Some diagramming techniques provide an excellent tool
for thinking and enable an easy detection of thinking gaps.

The applications or the use of diagrams in specification
documents increased the legibility and “visibility” of the
requirements and supports the collaboration of developers
and users. It is very important as the snags in specifications
causes 80 % of development failures.

Diagrams are intuitively easier to understand by both de-
velopers and users. Almost no tiresome preliminary trai-
ning of users e.g. the reading of manuals and syntax training
is necessary. Diagrams are part of many user knowledge
domains. And as such they can be used in specification do-
cuments.

Some global properties like the system architecture are
well depicted by proper diagrams. Incomplete diagrams can
be useful. Iterative development of diagrams supports an
iterative thinking as a multistep approximation process.

The missing or incomplete parts of diagrams are very
often well visible and it is clear how to insert the missing
parts. It is especially true if a connector notation is used.

The diagrams are especially good during the initial steps
of the solution of issues. Diagrams provide a powerful out-
line of a system provided it is not too large.

It is worth of mention that in all these cases the diagrams
are used like figures or blueprints in technical and scientific
publications and documents. They are in fact the part of
the (text) document. The role of the diagrams is so impor-
tant that the document is used during any update of the text
the diagrams are updated too. The problem of obsoleting
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diagrams can be then avoided.

4. Diagrams in the Later Stages of Software
Life Cycle

Diagrams can be used in the later software life cycle de-
sign through maintenance. Typical aims can be:

1. The enhancement (better quality) of user interfaces,
i.e. the enhancement of system usability (compare [6]).

2. The better understanding of the system requirements
by system designers, coders, testers, and, sometimes,
maintainers. As diagrams are difficult to modify prop-
erly, they are not too useful for maintenance. It is true
especially for complex diagrams and tasks.

3. Implementation of a tool to support decisions during
design, coding, and sometimes testing.

4. Code generators. It is typical for model-driven archi-
tecture.

5. Auxiliary tools for design and coding and for code
changes.

The use of diagrams in the ways described in 1 and 2 is
rather a necessity than an option. Following applications of
diagrams can have substantial positive effects:

o The use of diagrams as an auxiliary tool is reasonable
and effective provided that the diagrams are discarded
early.

e The practices mentioned in 3 are classical but not too
satisfactory. Code is the most important document in
classical practices. Changes are typically done in the
code first and then, hopefully, in related diagrams. The
changes in text are often easier than the changes in the
diagrams. There is therefore no strong need to update
the diagrams. The result is that the diagrams become
obsolete and it “does not matter” for some time. The
effort needed to update the diagrams is then felt super-
fluous. The final state is that only code does matter —
see the principles of agile development.

In large systems the diagrams are so complex that they
lost the advantages discussed above. The use of complex
diagrams can then become contraproductive.

5. The Case of Model Driven Architecture

The main issue with software development oriented di-
agrams is that they often are an auxiliary tool only. One
solution is that diagrams with some additional information

only are used and no open source code exists or it cannot be
used.

The sample researches indicate that MDA are rarely
used, compare [1] containing results of the research in
Czech Republic. The reasons for such conclusions are:

1. The use of diagrams as a programming tool leads to
decisions to use the diagrams as a specification mean.
It leads to the antipattern “premature programming”
as the requirements are transformed into diagrams that
need not be well suited to user knowledge domains and
languages. The requirements are then usually not well
formulated and yet worse transformed or adapted to fit
MDA domain, not the user knowledge domain.

2. The underlying automated code generation system
(ACG) must ultimatively be without errors. It is usu-
ally hopeless for developers to repair the failures of
ACG or to change the generated code for other rea-
sons, for example, effectiveness reasons. The errors in
ACG superpose the errors in code compilers.

3. The (collection of the) diagrams necessary to model a
given system is very complex. It is then quite difficult
to navigate across the “database” of diagrams. It can be
e.g. quite uneasy to look for some names or patterns.

4. Some phenomena need not be easily described via
MDA diagrams (e.g. some aspects of SOA service or-
chestration).

5. Small changes of the generated code can require large
and laborious changes in the structure of diagrams.

6. The use of MDA requires painful changes in software
development practices. On the other hand, it fixes cur-
rent state of art for e.g. object-oriented attitude for a
too long time.

7. Current MDA are on the other hand too object ori-
ented. It can be disadvantageous if one wants to in-
tegrate batch systems or to design user-friendly inter-
faces, etc.

8. There is almost no guarantee that the life-time of the
MDA supporting system will be long enough to enable
a reliable support covering entire lifetime.

We can conclude that MDA is a promising concept but it is
now well usable for smaller non-critical systems only.

6. Texts as well as Diagrams

Some stages of software development must use texts and
diagrams. Examples are specification and architecture de-
scription. It is reasonable to attempt to find some advan-
tages from it.
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The most important advantage is the possibility to apply
the general principles of the writing of well-formed docu-
ments. Such documents are in their text part reasonably
structured and their ’graphical” part does not use cumber-
some figures.

Plain text can be flexibly structured using standard me-
thods like paragraphs, chapters, abbreviations, links, inde-
xes, and so on. Changes can be made very easily and can
be easily logged. It can be objected that text is not clear
and illustrative enough. Note, however, that the clearness
of the text need not deteriorate if the document size grows.
This property is not observed for diagrams, the clearness of
which falls with size.

Proper combination of texts and diagrams enables the
more flexible structure of documents. It is a good practice
for technical documents.

Texts can be now, using e.g. XML, structured in a very
sophisticated way enabling e.g. very powerful document
presentation in digital form. There is a lot of powerful tools
for the text generation, looking for editing, etc. It is not too
difficult to guard whether changes in the text were propa-
gated into diagrams (pictures) and vice versa.

Such an attitude can substantially weaken the drawback
of diagrams that there are no satisfactory tools enabling
searching for diagrams having similar semantics.

All it works well for the diagrams not defining directly
the program structure and used during system maintenance
(like the diagrams used in MDA). In this case the only fea-
sible solution seems to be full equivalence of diagrams and
code. In other words the development of tools enabling the
generation of the code from diagrams and vice versa the
generation of the diagrams form the code provided that the
code fulfills some standards. Such tools are not fully availa-
ble, but some solutions exist. The transformation diagrams
— code is available in MDA system. The transformation
code — diagrams is known as reverse engineering. Avai-
lable solutions are, however, not powerful enough. MDA
diagrams tend to be too much programming oriented (see
above).

Experiments with tools like ACASE [8] have shown that
it is possible to make tools allowing to display code as text
or as a diagram. Users let display the code as diagrams
when working with simple algorithms. Complex algorithms
were typically displayed as text as it is possible to see a lar-
ger part of the algorithm at once. Sometimes the combina-
tion has been used: The critical control structure has been
shown as diagram, the rest as text.

It seems that it clearly demonstrates the usability of such
tools: The beginners may start with more intuitive dia-
grams, complex things may be displayed as text, and finally,
when it is necessary to analyze the code, the combination of
code and diagram can give the highest benefit.

7. Conclusions

The use of diagrams and other graphical means during
the development must be used as a tool supporting specifi-
cation or a mean supporting the initial stages of a problem
solving process. The problem of applications is the descrip-
tion of overall architecture and similar properties of sys-
tems.

In these cases the diagrams should be combined with text
in a structured natural language. If made properly, the com-
bination of texts and diagrams can bring great benefits as
the advantages of both forms can be combined and their
disadvantages eliminated. The existing CASE systems do
not support enough such a solution.

The use of diagrams as in specification should be viewed
as a use of diagrams as natural language “enhancement”.

The application of diagrams to describe and maintain the
structure of the system in the small, e.g. to define program-
ming constructs so that they can be maintained has not been
for large systems solved properly yet. It is not clear, whether
the use of such detailed diagrams for such a purpose is even
a reasonable goal.
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Abstract

1t is the aim of this paper to propose the design of a search system
with phonetic matching for short text documents. It looks for
documents in a document set based on not only the spellings but also
their pronunciations. This is useful when a query contains spelling
mistakes or a correctly spelled one does not return enough results. In
such cases, phonetic matching can fix or tune up the original query by
replacing some or all query words with the new ones that are
phonetically similar, and hopefully achieve more hits. The system
allows for single- and multiple-word queries to be matched to
sound-like words or phrases contained in a document set and sort the
results in terms of their relevance to the original queries. Our design
differs from many existing systems in that, instead of relying heavily on
a set of extensive prior user query logs, our system makes search

decisions mostly based on a relatively small dictionary consisting of

organized metadata. Therefore, given a set of new documents, the
system can be deployed with them to provide the ability of phonetic
search without having to accumulate enough historical user queries.

Index Term — Phonetic Match, Search

1. Introduction

With the ever increasing amount of data available on the
Internet, quickly finding the right information is not always
easy. Search engines are being continuously improved to better
serve this goal. One useful and very popular feature is phonetic
matching. Google’s “Did you mean” detects spelling errors if
not many matches are found and suggest the corrections that
sound like the original keywords. Yahoo and MSN use the
different names “We have included” and “Were you looking
for”, but they essentially do the very similar thing. This feature
has become so popular that almost all the big search engines
cannot run without it. However as much as it is highly
demanded, not many websites can afford to provide this kind of
user experience mostly due to the technical limitation: an
extensive set of historical queries to build a statistic model for
word retrieval and correction. PPS is to address this gap. It is a
search system replying on a relatively small, self-contained
dictionary with phonetic matching ability that is similar to what
the big websites can offer.

In this paper, we propose the design of PPS, which only
requires a small data set to function. It focuses on the
correlations among different words and phrases, as well as the
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relationships between words and the containing documents to
create a dictionary for phonetic searches on single- and
multiple-, correctly spelled and misspelled words and phrases.

The remainder of the paper is organized as follows: Section 2
provides the system design. Section 3 takes a look on
evaluation in terms of phonetic matching accuracy and
efficiency. Section 4 concludes this paper and gives an outlook
to future work.

2. System Design

This section presents two parts. The first is the creation of the
dictionary data structure PPS relies on. The second is the
phonetic matching mechanism based on the dictionary.

2.1. Dictionary Creation and Maintenance

We organize the data in a way that allows fast access, easy
creation and maintenance. The data structure storing the
documents serves as a dictionary for non-linear lookups. It also
contains meta-data that describes document properties for
multi-word sound-based searching.

2.1.1. Text Processing

Given a document, it is not difficult to break it into words. In
PPS, we identify words with regular expressions to match
predefined regex patterns to words. A set of unique words
containing letters and digits are extracted from this process.

2.1.2. Dictionary Creation

The processed documents can then be used to create the
dictionary that carries not only the original document text but
also additional information that describes their properties. The
following sections discuss the creation of these properties that
are stored together with the original documents they are derived
from as metadata.

Word List

A Word List is merely a list of distinct words that appear in
the document retrieved during the text processing phase. It is
sorted alphabetically. Sorting could be somewhat expensive but
there are 2 reasons of doing it. First, documents tend to be static
once they are stored in the database, so sorting usually only
needs to be performed once for each document. Second, the
overhead of dictionary creation does not add to the searching
run time, so it is preferable to organize the data in a way that
facilitates search performance. We can use binary search on the
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sorted list for word matching to achieve O(Ign) time
complexity.
tf-idf Weight

tf-idf Weight is a statistical measure to evaluate the
importance of a word to a document in a set of documents [1]
[7]. It is obtained by multiplying Term frequency and Inverse
Document Frequency. A high tf-idf weight is archived by a
high term frequency in the given document and a low document
term frequency in the whole set of documents. Therefore, terms
appearing commonly in all documents or infrequently in a

considered document tend to be given low weights and thus can
be filtered out [8].

Double Metaphone Code

Double Metaphone indexes words by their pronunciations
and generates two keys, primary and alternate, that represent
the sound of the words [5]. To compare two words for a
phonetic match, one takes the primary and alternate keys of the
first word, compare them with those of the second word. The
two words are considered phonetically matching only if their
primary and/or alternate keys are equivalent [5].

Local Phrase Frequency

The local phrase frequency keeps track of the frequency of
phrases in a document. To the context of this paper, a phrase is
two or more consecutive words in the same order as they are in
the contained document. We count phrase frequencies by
grouping every two consecutive words and calculates the
frequency and then grouping every three consecutive words
and calculates the frequency. This process goes on till it groups
all words of the document and calculates the frequency. Phrases
derived from the above list are searched through the whole
document to count their occurrences. To prevent bias towards
longer documents, the occurrences are divided by the
document’s word length. The quotients thus serve as the phrase
frequencies. Each phrase, together with its frequency, is then
saved in a local phrase frequency table for each document. We
call it local because this value is independent of the content of
other documents in the document set.

Global Phrase Frequency

After the local phrase frequencies of a document are
calculated, they are added to the global phrase frequency table.
If the phrase exists in the table, its frequency is increased by the
local phrase frequency. PPS uses it to determine how often a set
of words occur together, as well as how frequently such a
combination appears across documents.

2.1.3. Dictionary Maintenance

When new documents are added to the document set, the
dictionary is updated to adjust the relative term match strength
of each document that is derived from these documents. The
major work is to re-calculate the tf-idf weight via a database
script. It periodically processes the new documents since the
last run and re-adjusts properties related to the whole document
set at the end.

2.2. Single Word Search

Searching for a single word involves finding all matching
documents and sorting them in the order of relevance. If the

number of results is lower than the predefined configurable
Result Size threshold, the system starts phonetic matching.
Then results are ranked based on their relevance to the query
and only those that exceed a predefined Sound-Like threshold
are returned.

2.2.1. Word Matching

We use the Boolean Model to find matching documents
Search is purely based on whether or not the query word exists
in the document word lists. Boolean Model is quite efficient at
this since it only needs to know whether or not the qualified
documents contain the queried terms.

2.2.2. Result Sorting

The retrieved documents texts are represented as vectors in
an algebraic model where each non-zero dimension
corresponds to a distinct word in that document [6][7]. Building
vectors for the respective documents can calculate the
document similarities by comparing the angles between them
[2]. If we compare the angles between a query and the retrieved
documents, we can tell how “close” each document is to the
query. A common approach to calculate vector angles is to take
the union of the terms in two documents as the dimensions,
each of which contains the frequency of the word in that
document. PPS has improved it for better accuracy.

First, instead of using term frequency as values for vector
dimensions, we applied the tf-idf weights to evaluate the
importance of word to the considered document [7] because
longer documents might have a low proportional term
frequency even thought that term may have a higher occurrence
than it does in a much shorter document. In such cases, it is
imprudent to simply take the longer one. We apply tf-idf
weights since the local tf parameter normalizes word
frequencies in terms of the length of the document the words
reside in. The global parameter idf contributes to the result the
frequency of the documents containing the searching word
relative to the whole document set. The product of the two
parameters, the tf-idf weight thus represents the similarity of
two documents with respect to the local term frequency ratio
and the overall document frequency ratio [9]. In other words,
rare terms have more weight than common terms. In our system
a document is represented as a weight vector:

v = [tf — idf}, tf — idf,, tf — idf;, ..., tf — idf;, ]
where i is the total number of distinct words in two documents.

Incorporating the above change, the sorting process works
the following way:

1. Construct two initial document vectors of the same

dimensions from the query and a document

2. Take the tf-idf weight values of the query and the

document from the dictionary and fill them into the
corresponding vector dimensions

3. Calculate the angel between the two vectors

4. Repeat step 1 to 3 for each document in the result set

returned by Boolean text matching

5. Sort the result set by the cosine values of the angles. A

larger number indicates higher relevance of the
corresponding document

2.2.3. Phonetic Matching
If the above step does not return the documents the user



looks for, PPS starts phonetic matching. The system first
performs a match operation assuming the spelling is correct. If
still not enough results are returned, then it performs another
search operation with spelling correction.

Low Hits Resulted from a Correctly Spelled Query

PPS first tries to broaden the result by looking up sound-like
words in the document set. Because words of same or similar
pronunciations are encoded into the same or similar Double
Metaphone code, a simple database query comparing the index
Double Metaphone codes of two words will return a set of
words that sound like the queried one. These words will be
sorted by their pronunciations close to the original word by the
Levenshtein Distance of their Double Metaphone codes.
Because Double Metaphone codes are strings, we can apply the
Levenshtein Distance to measure their differences and thus
calculate the similarities of their sounds. Words that are
phonetically identical always have the same Double Metaphone
code, so their Levenshtein Distance is 0. As the pronunciations
of two words become less and less alike, their Double
Metaphone codes will have more different characters from each
other and thus result in a further Levenshtein Distance. The
system ranks the Levenshtein Distances between the query and
the candidate words, and sorts them based on the different
Levenshtein Distances.

Low Hits Resulted from an Incorrectly Spelled Query

If a query is misspelled, PPS first finds correctly spelled
candidate words that are close to the query word, and then it
ranks the candidates and returns the most matched one(s). The
next two sections discuss each of the above steps in details.

Find Candidate Corrections: We observed that in most
cases a misspelled word had a Levenshtein Distance of no more
than 3 from the correct word. We also noticed that errors tend to
occur towards the end of words. Because we are only interested
in those that are close to the query word, the above two
observations suggested that we could focus only on the 1-, 2-,
and 3-Levenshtein Distances of the beginning portion of each
word. T