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#### Abstract

Different constraint equations have been proposed in the literature for the derivation of optical flow. Despite of the large number of papers dealing with computational techniques to estimate optical flow, only a few authors have investigated conditions under which these constraints exactly model the velocity field, that is, the perspective projection on the image plane of the true 3-D velocity. In this paper, these conditions are analyzed under different hypotheses, and the departures of the constraint equations in modeling the velocity field are derived for different motion conditions. Experiments are also presented giving measures of these departures and of the induced errors in the estimation of the velocity field.


## I. INTRODUCTION

GRADIENT-BASED techniques for the estimation of the projection of the $3-D$ motion on the image plane [1]-[6], as opposed to spatio-temporal filtering [7]-[10] and correspondence-based approaches [11], [12], are concerned with the observation of brightness changes in the image plane. The flow field of these changes is commonly referred to as "optical flow" or "image flow" [1], [13], [14]. Optical flow was originally defined as the solution of a constraint equation, which is commonly referred to as the optical flow constraint (OFC), and derived under the assumption that image brightness is stationary in every point of the image [1]. A modified constraint equation, which is similar to OFC but includes the divergence of the optical flow, was later proposed in [15]-[17]. This was defined assuming the conservation of the density of image features, provided that their size remains constant in time. However, as argued in [13], the feature density cannot be substituted to the image brightness for a proper analysis. A version of this constraint (modeling image brightness changes instead of feature density changes) was proposed in [6] and referred to as the extended optical flow constraint (EOFC).

Generally speaking, optical flow field as modeled by OFC or EOFC and differs from the perspective projection of the 3-D motion on the image plane, which is commonly referred to as "velocity field," "motion field," or "displacement rate field." Since the velocity field is a purely geometric concept and the optical flow concept is based on the observation of the changes in the image brightness, in many cases, the optical flow only represents an approximation of the velocity field [17], [13].

Two sources of approximation exist. The first is connected to the techniques used for solving the constraint equations. Since the constraint equations define an ill-posed model,

[^0]additional constraints are needed to estimate the optical flow field. Therefore, depending on the additional constraints and computational techniques used, many different optical flows can be computed that exhibit different behaviors in different conditions, e.g., [1]-[5], [18]. The second source of approximation depends on the extent to which the constraint equation actually models the velocity field. Conditions under which the velocity field is exactly modeled by OFC were analyzed in [19] and [14] under orthographic and perspective projection, whereas effects due to the absence of calibration of the optical system were expounded in [13]. Considerations about the opportunity of using the modified constraint were briefly exposed in [16], [17], and [13]. Experimental comparisons between estimations of the optical flow based on OFC and EOFC were reported in [20] and [21] by using multipoint computational techniques. A comparative evaluation between OFC and EOFC was also reported in [22]. However, the experiments reported in that paper were not supported by any analytical demonstration, and results presented contrast with the definitions of OFC and EOFC due to the coarse errors produced by the computation of partial derivatives of the image brightness.

In this paper, analytical expressions of the departures of OFC and EOFC constraint equations in modeling the velocity field under different conditions are derived. Effects of these departures on the estimation of the velocity field are also evaluated. The analysis is carried out for both cases of isotropic and uniform illumination, considering effects of calibration and noncalibration of the optical system. Conclusions derived analytically are experimentally validated with synthetic test image sequences.

The paper is organized as follows. In Section II, a short review of basic concepts is reported. In Section III, the conditions for the applicability of OFC and EOFC equations for modeling the velocity field are analyzed. Analytical expressions of the departures of the OFC and EOFC in modeling the velocity field in most relevant cases of motion are derived and discussed in Section IV. Experimental evidence of these results is finally presented in Section V. Conclusions are drawn in Section VI.

## II. BASIC NOTIONS

## A. The Velocity Field

The velocity field is defined as the perspective projection on the image plane of the real 3-D object velocity [23]. Given a point $P$ in the 3 -D space identified by the vector $\mathbf{P}=(X, Y, Z)^{t}$, its perspective projection on the image plane with focal length $Z=1$ is $\mathrm{p}=(x, y, l)^{t}$, where $x, y, l$, are


Fig. 1. Reference systems of coordinates and the velocity field vectors defined as the projection on the image plane of the true 3-D velocity.
taken with reference to the system of coordinates centered in $o^{\prime}$ (see Fig. 1). Therefore, the following relationship holds:

$$
\begin{equation*}
\mathbf{p}=\frac{l}{Z} \mathbf{P} \tag{1}
\end{equation*}
$$

The projection of the 3-D motion on the image plane, which is commonly referred to as "velocity field," is obtained by taking derivatives on (1)

$$
\begin{equation*}
\dot{\mathbf{p}}=\frac{l}{Z}\left(\dot{\mathbf{P}}-\mathbf{P} \frac{\dot{\mathbf{P}} \cdot \hat{\mathbf{Z}}}{Z}\right) \tag{2}
\end{equation*}
$$

where $\hat{\mathbf{Z}}$ is the $Z$-axis unit vector. The 3-D motion of the generic point $\mathbf{P}$ can be modeled as comprised of translational and rotational velocity components

$$
\begin{equation*}
\dot{\mathbf{P}}=\mathbf{W}+\boldsymbol{\Omega} \times \mathbf{P} \tag{3}
\end{equation*}
$$

where $\mathbf{W}=\left(W_{1}, W_{2}, W_{3}\right)^{t}$ and $\boldsymbol{\Omega}=\left(\Omega_{1}, \Omega_{2}, \Omega_{3}\right)^{t}$ are the components of the instantaneous translation and rotation, respectively. Substituting (1) and (3) in (2), two scalar equations are obtained which express relationships between the components $\dot{p}_{1}, \dot{p}_{2}$ of velocity field $\dot{\mathbf{p}}$ and the 3-D motion components of point $\dot{\mathbf{P}}$

$$
\begin{align*}
& \dot{p}_{1}=\frac{l W_{1}}{Z}-x \frac{W_{3}}{Z}+l \Omega_{2}-y \Omega_{3}-x \frac{y \Omega_{1}-x \Omega_{2}}{l},  \tag{4}\\
& \dot{p}_{2}=\frac{l W_{2}}{Z}-y \frac{W_{3}}{Z}+x \Omega_{3}-l \Omega_{1}-y \frac{y \Omega_{1}-x \Omega_{2}}{l} . \tag{5}
\end{align*}
$$

## B. The Image Brightness

The image brightness can be considered as the measure of the irradiance of the scene on the image plane. According to the geometric relationships shown in Fig. 2 and the above notation, its expression under perspective projection is

$$
\begin{align*}
& E(x(t), y(t), t)= \\
& \quad L\left(\rho(\mathbf{p}, t), \mathbf{N}_{s}(\mathbf{P}), \mathbf{N}_{e}(\mathbf{P})\right) \frac{\pi}{4}\left(\frac{D}{l}\right)^{2} \frac{(\mathbf{P} \cdot \hat{\mathbf{Z}})^{4}}{(\mathbf{P} \cdot \mathbf{P})^{2}} \tag{6}
\end{align*}
$$

where $L\left(\rho(\mathbf{p}, t), \mathbf{N}_{s}(\mathbf{P}), \mathbf{N}_{e}(\mathbf{P})\right)$ is the radiance of the scene; $\rho(\mathbf{p}, t)$ is the albedo that describes the spatial variations of the painted surface texture of the scene under observation; $t$ is the time; $N_{e}(\mathbf{P})$ is the unit vector that identifies the direction of light source; $N_{s}(\mathbf{P})$ is the unit vector normal to the scene surface; $D$ is the diameter of the lens; and the last term is the fourth power of the angle $\alpha$ between the vector $\mathbf{P}$ and the $Z$ axis [24].


Fig. 2. Geometry of the optical system.

As pointed out by Horn in [25], the radiance can be regarded as the product

$$
\begin{equation*}
L\left(\rho(\mathbf{p}, t), \mathbf{N}_{s}(\mathbf{P}), \mathbf{N}_{e}(\mathbf{P})\right)=\rho(\mathbf{p}, t) R\left(\mathbf{N}_{s}(\mathbf{P}), \mathbf{N}_{e}(\mathbf{P})\right) \tag{7}
\end{equation*}
$$

of the albedo $\rho(\mathbf{p}, t)$ and the reflectance $R\left(\mathbf{N}_{s}(\mathbf{P}), \mathbf{N}_{e}(\mathbf{P})\right)$, which takes into account the variations of radiance due to changes in the surface orientation with respect to the direction of the light source illumination. Both these terms are functions of the 3-D spatial coordinates of $\mathbf{P}$.

The optical system can be calibrated considering its geometry [25]. In this case, the irradiance can be considered to be equal to the radiance

$$
\begin{equation*}
E(x(t), y(t), t)=L\left(\rho(\mathbf{p} . t), \mathbf{N}_{s}(\mathbf{P}), \mathbf{N}_{e}(\mathbf{P})\right) . \tag{8}
\end{equation*}
$$

From the point of view of dimensionality, the radiance $L()$ is the power per unit area per unit solid angle emitted by the scene surface in a given direction, and the image brightness $E$ is the ratio between the power received by an image element and the element size. Therefore, the image brightness is not a point property but an energy density commonly expressed in watts per meter squared [26].

## III. Optical Flow Constraint Equations

In this section, the two different constraints proposed in the literature to derive the optical flow are analyzed, considering conditions under which these exactly model the velocity field.

## A. The Optical Flow Constraint

Originally, the optical flow has been defined as the solution of a constraint equation: the optical flow constraint (OFC) [1]. It has been derived under the assumption that the image brightness in each image point is stationary with respect to $t$ (i.e., $d E / d t=0$ )

$$
\begin{equation*}
\frac{d E}{d t}=\frac{\partial E}{\partial x} \frac{d x}{d t}+\frac{\partial E}{\partial y} \frac{d y}{d t}+\frac{\partial E}{\partial t}=0 . \tag{9}
\end{equation*}
$$

This equation can also be rewritten as

$$
\begin{equation*}
E_{x} v_{1}+E_{y} v_{2}+E_{t}=0 \tag{10}
\end{equation*}
$$

where the abbreviation for partial derivatives of the image brightness has been introduced, and $v_{1}, v_{2}$ correspond to $d x / d t, d y / d t$ and represent the components of the local velocity vector $\mathbf{v}$ (i.e., the optical flow) along the $x$ and $y$ directions, respectively. According to the notation introduced, (9) can be rewritten as

$$
\begin{equation*}
\nabla E(\mathbf{p}, t) \cdot \mathbf{v}+E_{t}(\mathbf{p}, t)=0 . \tag{11}
\end{equation*}
$$

The OFC equation alone does not provide enough constraints to determine the optical flow components (it is an ill-posed problem [1], [27], [18]). In fact, it can be directly used only to estimate the optical flow component parallel to the image brightness gradient $\nabla E(\mathbf{p}, t)$ [14]

$$
\begin{equation*}
\mathbf{v}_{\perp}=-\frac{E_{t}}{\|\nabla E\|} \frac{\nabla E}{\|\nabla E\|} \tag{12}
\end{equation*}
$$

where $E=E(\mathbf{p}, t)$, and $\frac{\nabla E}{\|\nabla E\|}$ is the unit vector identifying the direction of $\nabla E$ if $\nabla E \neq 0$, and $d E / d t=0$. The indeterminacy in estimating the optical flow can be considered an instance of the well-known problem of aperture [1].
l) Considerations About the OFC: The relationships between the optical flow as modeled by the OFC and the velocity field were analyzed and discussed by several authors.

Schunck pointed out simplifications about scene surfaces and illumination that justify the OFC equation from the physics point of view but without giving any analytical evidence. Specifically, under orthographic projection, in [1], [15], [28], he required that $i$ ) the perceived change in image irradiance at each point in the image plane is entirely due to translational motion, and ii) the image must be smooth except at a finite number of boundary discontinuities.

It was later clarified that the applicability of the OFC is ensured if the changes in image irradiance in each point of the image are only due to the motion of image pattern and not to the changes in pattern due to reflectance effects (i.e., deformations due to changes in direction of the illumination source and changes in direction of the normal of the surface) [19], [17]. Such a condition is satisfied by "the image of a translating, diffuse object with distant light sources" [29], where "diffuse" should be synonymous with Lambertian surfaces (e.g., the surfaces irradiate the received radiation in outward directions), and "distant light sources" should be an approximation of uniform illumination (the direction of illumination is the same in all points, which can be approximated by having a pointsource of light very far from the scene).

A more formal analysis was developed by Verri and Poggio in [14]. They found that under perspective projection, if the object motion is translational (with a calibrated optical system, uniform illumination, and scene objects with Lambertian surfaces), then the component of velocity field parallel to the $\nabla E$ is equal to the optical flow as derived from the OFC. They also analyzed the case of nonuniform illumination with translational and rotational motion, observing that in these cases, the velocity field is not equal to optical flow.

In [13], Nagel demonstrated that under perspective projection with isotropic constant illumination, Lambertian surfaces, and a noncalibrated optical system, if the displacement field (i.e., the velocity field) is substituted in the OFC equation, then $d E / d t \neq 0$. This shows that the OFC does not exactly model the velocity field. The term that makes $d E / d t \neq 0$ takes into account geometric and radiometric effects mainly due to noncalibration of the optical system.

A common assumption for ensuring the applicability of the OFC is that the moving object must be covered by a significative pattern. Otherwise, since, in that case, $E_{x}$ and $E_{y}$ are equal to zero, the optical flow cannot be estimated [1], [19],

TABLE I
Summary of the Motion Conditions that Guarantee the Equality Between the Optical Flow (as Defined by the OFC) and the Velocity Field (i.e., $\mathbf{v}_{\perp}=\mathbf{p}_{\perp}$ ) Under Conditions of Lambertian Surfaces, Locally Rigid Pattern, and Constant Illumination

| Type of projection | Isotrapic illumination | On iform illumination |
| :--- | :---: | :---: |
| orthographic | all | only translational |
| perspective without calibration | only rotational around $Z$-axis | none |
| perspective with calibration | all | nonly translational |

[25]. $E_{x}$ and $E_{y}$ could be different from zero in the presence of perspective projection and/or nonisotropic light sources. In fact, in these situations, changes in image brightness can be due only to reflectance effects instead of object motion.

These results are resumed and completed in the rest of this section for isotropic and uniform illuminations and calibrated and noncalibrated optical systems. It is assumed that the radiance is independent of surface orientation-i.e., that objects have Lambertian surfaces. Conclusions are summarized in Table I.
2) Isotropic Light Source: a) In the case of perspective projection, if the optical system is calibrated, then the image brightness takes the form

$$
E(\mathbf{p}, t)=L(\rho(\mathbf{p}, t))=\rho(\mathbf{p}, t)
$$

and the total derivative of the image brightness $E=E(\mathbf{p}, t)$ with respect to $t$ is expressed by

$$
\begin{equation*}
\frac{d E}{d t}=\nabla \rho(\mathbf{p}, t) \cdot \dot{\mathbf{p}}+\rho_{t}(\mathbf{p}, t) \tag{13}
\end{equation*}
$$

If the patterns on the moving objects in the scene are supposed to be locally rigid (i.e., $d \rho(\mathbf{p}, t) / d t=0$ ), (13) modeling the velocity field assumes the form

$$
\begin{equation*}
\nabla \rho(\mathbf{p}, t) \cdot \dot{\mathbf{p}}+\rho_{t}(\mathbf{p}, t)=0 \tag{14}
\end{equation*}
$$

which is structurally equal to the OFC.
Therefore, in the case of isotropic light source, the OFC is an appropriate model for the velocity field without imposing any restrictions on object motion.
b) In the case of perspective projection, if the optical system is noncalibrated, then (6) is rewritten as

$$
\begin{equation*}
E(\mathbf{p}, t)=\rho(\mathbf{p} . t) \frac{\pi}{4}\left(\frac{D}{l}\right)^{2} \frac{(\mathbf{P} \cdot \hat{\mathbf{Z}})^{\frac{4}{2}}}{(\mathbf{P} \cdot \mathbf{P})^{2}} \tag{15}
\end{equation*}
$$

In these conditions, the OFC does not model the velocity field. In fact, the total derivative of the irradiance with respect to $t$ (see Appendix A) assumes the form

$$
\begin{align*}
\frac{d E}{d t}= & \left(\nabla \rho(\mathbf{p}, t) \cdot \dot{\mathbf{p}}+\rho_{t}(\mathbf{p}, t)\right) \frac{\pi}{4}\left(\frac{D}{l}\right)^{2} \frac{(\mathbf{P} \cdot \hat{\mathbf{Z}})^{4}}{(\mathbf{P} \cdot \mathbf{P})^{2}} \\
& +4 E\left(\frac{\dot{\mathbf{P}} \cdot \hat{\mathbf{Z}}}{Z}-\frac{\mathbf{P} \cdot \dot{\mathbf{P}}}{\mathbf{P} \cdot \mathbf{P}}\right) \tag{16}
\end{align*}
$$

The first term on the right side vanishes if the pattern on the moving objects in the scene is supposed to be locally rigid. In this case, (16) becomes

$$
\begin{equation*}
\frac{d E}{d t}=4 E\left(\frac{\dot{\mathbf{P}} \cdot \hat{\mathbf{Z}}}{Z}-\frac{\mathbf{P} \cdot \dot{\mathbf{P}}}{\mathbf{P} \cdot \mathbf{P}}\right) \tag{17}
\end{equation*}
$$

which is the same expression as the one obtained by Nagel in [13] following a different derivation. It should be noted that typically, $\mathbf{P}, Z$, and $\dot{\mathbf{P}}$ are not available, and thus, (17) cannot be used for estimating the velocity field. The right side of (17) is only due to the noncalibration of the optical system and takes into account the perspective projection geometry as well as radiometric aspects.
By using (3), (17) can be rewritten as

$$
\begin{equation*}
\frac{d E}{d t}=4 E\left(\frac{\mathbf{W} \cdot \hat{\mathbf{Z}}}{Z}+\frac{\boldsymbol{\Omega} \times \mathbf{P} \cdot \hat{\mathbf{Z}}}{Z}-\frac{\mathbf{P} \cdot \mathbf{W}}{\mathbf{P} \cdot \mathbf{P}}-\frac{\mathbf{P} \cdot \boldsymbol{\Omega} \times \mathbf{P}}{\mathbf{P} \cdot \mathbf{P}}\right) . \tag{18}
\end{equation*}
$$

The third term on the right side is due to the cosine of the angle between the vector $\mathbf{P}$ and the vector of the instantaneous translational motion $\mathbf{W}$ (see Fig. 1). If these two vectors form a right angle, this term will be zero, and (18) will reduce to a simpler expression.

Simplifying and expanding the motion components (3), the following expression for $d E / d t$ is obtained

$$
\begin{equation*}
\frac{d E}{d t}=4 E\left(\frac{W_{3}}{Z}+\frac{Y \Omega_{1}}{Z}-\frac{X \Omega_{2}}{Z}-\frac{W_{1} X+W_{2} Y+W_{3} Z}{X^{2}+Y^{2}+Z^{2}}\right) . \tag{19}
\end{equation*}
$$

From this expression, it can be seen that in the absence of calibration, the OFC can be used properly to model the velocity field due to rotational motions around the $Z$-axis $\left(\Omega_{3} \neq 0\right)$. In fact, in this case being $W_{1}=0, W_{2}=0, W_{3}=0, \Omega_{1}=0$, and $\Omega_{1}=0$, the result is $d E / d t=0$.

Equation (19) can also be approximated by the OFC equation when the following occur:
i) The optical system has a very small aperture, and the moving objects in the scene are very far from the center of the reference coordinate system. In this case, the effect due to the lack of calibration can be neglected, and the right side of (19) reduces to zero.
ii) $X$ and $Y$ are close to zero (the points of the moving objects are close to the $Z$-axis). In this case, the fourth term in (19) reduces to $-W_{3} / Z$, and thus, the right side of (19) equals zero.
c) If the system is under orthographic projection and the moving object has a superimposed locally rigid pattern, then (14) also holds. Therefore, under these conditions, the velocity field is equal to the optical flow as derived from the OFC.
3) Uniform Light Source: a) In the case of perspective projection, if the optical system is calibrated, then the image brightness assumes the form (8) with the radiance expressed by (7) and the reflectance equal to $\mathbf{N}_{s}(\mathbf{P}) \cdot \mathbf{N}_{e}$, and hence

$$
\begin{equation*}
E(\mathbf{p}, t)=L\left(\rho(\mathbf{p}, t), \mathbf{N}_{s}(\mathbf{P}), \mathbf{N}_{e}\right)=\rho(\mathbf{p}, t) \mathbf{N}_{s}(\mathbf{P}) \cdot \mathbf{N}_{e} \tag{20}
\end{equation*}
$$

Taking the total derivative of the above expression, we have

$$
\begin{align*}
\frac{d E}{d t}= & \left(\mathbf{N}_{s}(\mathbf{P}) \cdot \mathbf{N}_{\mathrm{E}}\right)\left(\nabla \rho(\mathbf{p}, t) \cdot \dot{\mathbf{p}}+\rho_{t}(\mathbf{p}, t)\right) \\
& +\rho(\mathbf{p}, t)\left(\mathbf{N}_{e} \cdot \boldsymbol{\Omega} \times \mathbf{N}_{s}(\mathbf{P})\right) \tag{21}
\end{align*}
$$

If the motion is only translational, and the patterns on the moving objects in the scene are supposed to be locally rigid
(i.e., $\frac{d \rho(\mathbf{p}, t)}{d t}=0$ ), the terms on the right side of (21) are both equal to zero, and thus, $d E / d t=0$. Since (21) is structurally equal to the OFC, this demonstrates that the OFC can be used properly for modeling the velocity field also under perspective projection, provided that the optical system is calibrated. In addition to what is stated in [14], it is also requested that the patterns in the scene are locally rigid.
b) In the case of perspective projection, if the optical system is noncalibrated, then the image brightness assumes the form

$$
\begin{equation*}
E(\mathbf{p}, t)=\rho(\mathbf{p}, t)\left(\mathbf{N}_{s}(\mathbf{P}) \cdot \mathbf{N}_{e}\right) \frac{\pi}{4}\left(\frac{D}{l}\right)^{2} \frac{(\mathbf{P} \cdot \hat{\mathbf{Z}})^{4}}{(\mathbf{P} \cdot \mathbf{P})^{2}} \tag{22}
\end{equation*}
$$

and its total derivative is (see Appendix B)

$$
\begin{align*}
\frac{d E}{d t}= & 4 E\left(\frac{\dot{\mathbf{P}} \cdot \hat{\mathbf{Z}}}{Z}-\frac{\mathbf{P} \cdot \dot{\mathbf{P}}}{\mathbf{P} \cdot \mathbf{P}}\right)+\rho(\mathbf{p}, t) \frac{\pi}{4}\left(\frac{D}{l}\right)^{2} \frac{(\mathbf{P} \cdot \hat{\mathbf{Z}})^{4}}{(\mathbf{P} \cdot \mathbf{P})^{2}} \\
& \left(\mathbf{N}_{e} \cdot \boldsymbol{\Omega} \times \mathbf{N}_{s}(\mathbf{P})\right) \tag{23}
\end{align*}
$$

The structure of (23) differs from (17) only by the presence of the last term. The term $\mathbf{N}_{e} \cdot \boldsymbol{\Omega} \times \mathbf{N}_{s}(\mathbf{P})$ of (23) vanishes when the following hold:
i) The motion is translational (i.e., $\boldsymbol{\Omega}=0$ ).
ii) The unit vector normal to the scene surface $\mathbf{N}_{s}(\mathbf{P})$ is parallel to $\Omega$ or $\mathbf{N}_{e}$.
iii) $\boldsymbol{\Omega}$ is parallel to the direction of light source $\mathbf{N}_{c}$.

Under any of these conditions, (17) and (23) are structurally equal. Therefore, there do not exist any motion conditions in which $d E / d t$ (in the form of (23)) is equal to zero. In this case, the optical flow is always different from the velocity field.
c) If the system is under orthographic projection and the moving object has a superimposed locally rigid pattern, then the OFC properly models the velocity field, as pointed out in [1] and [15].

## B. The Extended Optical Flow Constraint

As noted by Schunck, the OFC is very similar to the continuity equation of fluid dynamics that derives from the law of conservation of the mass for incompressible fluids [30]. Based on this fact and observing that the premises on which OFC holds are very restrictive to be met in practice, in [15], Schunck proposed a modified optical flow constraint equation. From the structural point of view, this constraint equation was similar to the OFC except that it was derived for image feature density $N$ and included an additional term containing the divergence of the optical flow

$$
\begin{equation*}
\nabla \cdot(N \mathbf{d})+\frac{\partial N}{\partial t}=0 \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
\nabla \cdot(N \mathbf{d})=\mathbf{d} \cdot \nabla N+N \nabla \cdot \mathbf{d} . \tag{25}
\end{equation*}
$$

Equation (24) defines an alternative "optical flow," d, which in general is different from the one obtained by the OFC equation. Equation (24) can be rewritten as

$$
\begin{equation*}
N_{x} d_{1}+N_{y} d_{2}+N d_{1 x}+N d_{2 y}+N_{t}=0 \tag{26}
\end{equation*}
$$

where $\left(d_{1}, d_{2}\right)$ are the optical flow components of $\mathbf{d}$ on the image plane.

Schunck, in [15]-[17], affirmed that this modified constraint equation would be a better model than the OFC in the presence of perspective projection especially for rotational motions if the light source is isotropic and the scene surfaces are Lambertian. A formal derivation for the modified constraint equation was presented by Schunck in [16] and [17]. This derivation was based on the conservation of the density of the image brightness features $N$, assuming that the size of the features remains constant with respect to time (no deformation due to motion and/or reflectance exists). He noticed that the modified constraint equation can be applied to the image brightness $E$ instead of $N$ only when the illumination is isotropic. In fact, in this condition, the image brightness behaves like a density, and the OFC cannot be used.

Arguments supporting this theory were developed by Nagel in [13], who argued that features are themselves entities derived from spatial variations of image brightness and cannot be substituted for a proper analysis of image brightness. The image brightness is the limit for the vanishing of the ratio between the power received by an image plane element and the size of this element [24], [25] (i.e., it is an energy density usually expressed in Watts per meter squared). Based on these considerations, in [6], a new constraint equation, called the extended optical flow constraint (EOFC), was introduced

$$
\begin{equation*}
E_{x} d_{1}+E_{y} d_{2}+E d_{1 x}+E d_{2 y}+E_{t}=0 \tag{27}
\end{equation*}
$$

where $d_{1}$ and $d_{2}$ are the components of the optical flow vector d. From the point of view of the constraint structure, the EOFC (27) differs from the OFC (10) only by the term involving the divergence of the optical flow field vector ( $E \nabla \cdot \mathrm{~d}$ ) and differs from (26) because the EOFC models the changes in image brightness $E$, instead of image feature density $N$.

OFC and EOFC have been compared by using the same computational techniques in [20] and [21]. Performances with respect to other selected OFC-based computational techniques were also reported. EOFC has proved to be superior to the OFC in certain motion conditions in the absence of calibration.

## IV. Modeling Velocity Field by OFC and EOFC

The optical flow fields derived from (11) and (27) do not model exactly the velocity field except in special conditions as discussed in the previous sections. Generally speaking, substituting $\dot{\mathbf{p}}$ for $\mathbf{v}$ in (11) and (27), we have

$$
\begin{align*}
\nabla E \cdot \dot{\mathbf{p}}+E_{t} & =\mathcal{E}_{\mathrm{ofc}},  \tag{28}\\
\nabla E \cdot \dot{\mathbf{p}}+E \nabla \cdot \dot{\mathbf{p}}+E_{t} & =\mathcal{E}_{\mathrm{eofc}} \tag{29}
\end{align*}
$$

where $\mathcal{E}_{\text {ofc }}$ and $\mathcal{E}_{\text {eofc }}$ are the departures of the OFC and EOFC equations in modeling the velocity field, respectively, and depend on $\mathbf{p}, \dot{\mathbf{P}}$ and $E$. By taking the difference between (28) and (10) and between (29) and (27), the following expressions are obtained:

$$
\begin{align*}
\nabla E \cdot(\dot{\mathbf{p}}-\mathbf{v}) & =\mathcal{E}_{\mathrm{off}}  \tag{30}\\
\nabla E \cdot(\dot{\mathbf{p}}-\mathbf{d})+E \nabla \cdot(\dot{\mathbf{p}}-\mathbf{d}) & =\mathcal{E}_{\mathrm{eofc}} \tag{31}
\end{align*}
$$

from which errors in estimating the velocity field can be derived for the cases of OFC and EOFC as a function of the departures.

For the OFC, developing the scalar product of (30), the error in estimating the velocity field is given

$$
\begin{equation*}
\eta_{\mathrm{ofc}}=\|(\dot{\mathbf{p}}-\mathbf{v})\|=\frac{\mathcal{E}_{\mathrm{ofc}}}{\|\nabla E\| \cos (\theta)} \tag{32}
\end{equation*}
$$

where $\theta$ is the angle between $\nabla E$ and the difference between the correct velocity field and the estimated optical flow. From the above equation, it can be noted that $\eta_{\text {ufc }}$ vanishes with $\mathcal{E}_{\text {ofc }}$ or if $\nabla E$ is very large. Since $\eta_{\text {of }}$ depends on the angle $\theta$, only the component of $\eta_{\text {ofc }}$, which is parallel to the $\nabla E$, can be directly estimated (for $\cos (\theta)=1$, if $\|\nabla E\| \neq 0$ )

$$
\begin{equation*}
\eta_{\mathrm{ofc} \perp}=\frac{\mathcal{E}_{\mathrm{ofc}}}{\|\nabla E\|} \frac{\nabla E}{\|\nabla E\|} . \tag{33}
\end{equation*}
$$

Therefore, if the value of the departure from the model $\mathcal{E}_{\text {of }}$ is known, then the error $\eta_{\text {ofc } \perp}$ can be estimated. It should be noted that $\eta_{\text {ofc } \perp}$ equal to zero (with $\nabla E \neq 0$ and $\cos (\theta) \neq 0$ ) does not guarantee that the velocity field $\dot{\mathbf{p}}$ and the optical flow $\mathbf{v}$ are equal but only that their components parallel to $\nabla E$ are (e.g., $\dot{\mathbf{p}}_{\perp}=\mathbf{v}_{\perp}$ ).
For the EOFC, (31) is a partial differential equation describing an ill-posed problem that cannot be solved directly in order to obtain the field ( $\dot{\mathbf{p}}-\mathbf{d}$ ). An approximation of the error in the estimation of the optical flow along the direction of $\nabla E$ can be obtained by following the same derivation as above. Thus

$$
\begin{equation*}
\eta_{\text {eofc } \perp}=\frac{\mathcal{E}_{\text {eoff }}}{\|\nabla E\|} \frac{\nabla E}{\|\nabla E\|} \tag{34}
\end{equation*}
$$

where the term $\frac{E \Gamma \cdot(\dot{\mathrm{p}}-\mathbf{d})}{\|F E\|}$ has been neglected with respect to $\frac{\mathcal{E}_{\text {olf }}}{\|\nabla E\|}$.

For the sake of simplicity, in the following, we will refer to the conditions $\eta_{\mathrm{ofc} \perp}=0$ or $\eta_{\mathrm{eof} \cdot \perp}=0$ when the optical flow is said to be equal to the velocity field.
In the rest of this section, analytical expressions for the departures of the OFC and EOFC in modeling the velocity field ( $\mathcal{E}_{\text {off }}$ and $\mathcal{E}_{\text {eofc }}$ ) in the presence of different motion conditions are derived and discussed for the two cases of isotropic and uniform light sources. The derivations are based on the assumptions of Lambertian surfaces and noncalibrated optical system.

## A. Isotropic Light Source

If the scene patterns are locally rigid, then expression (19) is the exact analytical formulation of $d E / d t$. Let $\dot{\mathbf{p}}=\left(\dot{p}_{1}, \dot{p}_{2}\right)$ be a velocity field vector for the image sequence; then, the following two expressions

$$
\begin{align*}
\mathcal{E}_{\text {ofc }} & =E_{x} \dot{p}_{1}+E_{y} \dot{p}_{2}+E_{t} \\
& =4 E\left(\frac{W_{3}}{Z}+\frac{Y \Omega_{1}}{Z}-\frac{X \Omega_{2}}{Z}-\frac{W_{1} X+W_{2} Y+W_{3} Z}{X^{2}+Y^{2}+Z^{2}}\right) \tag{35}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{E}_{\mathrm{effc}}=E_{x} \dot{p}_{1}+E_{y} \dot{p}_{2}+E \dot{p}_{1 x}+E \dot{p}_{2 y}+E_{t} \tag{36}
\end{equation*}
$$

define a measure of the departure of the OFC and the EOFC equations, respectively, when these are used to estimate the velocity field $\left(\dot{p}_{1}, \dot{p}_{2}\right)$.

By using (4) and (5), the following relationship holds:

$$
\begin{equation*}
\nabla \cdot \dot{\mathbf{p}}=\dot{p}_{1 . r}+\dot{p}_{2 y}=-2 \frac{W_{3}}{Z}-3 \frac{y \Omega_{1}}{l}+3 \frac{x \Omega_{2}}{l} \tag{37}
\end{equation*}
$$

and the analytical expression of the departure $\mathcal{E}$ eof can be directly derived from (36), (37), and (35)

$$
\begin{align*}
\mathcal{E}_{\text {eofc }}= & E\left(2 \frac{W_{3}}{Z}+\frac{Y \Omega_{1}}{Z}-\frac{X \Omega_{2}}{Z}\right. \\
& \left.-4 \frac{W_{1} X+W_{2} Y+W_{3} Z}{X^{2}+Y^{2}+Z^{2}}\right) \tag{38}
\end{align*}
$$

Therefore, the following conclusions can be derived regarding the departures of OFC and EOFC in modeling the velocity field.

1) Rotation Around the Z-Axis: In the case of pure rotation around the $Z$-axis (i.e., $W_{1}=0, W_{2}=0, W_{3}=0, \Omega_{1}=$ $0 . \Omega_{2}=0$ ) the term on the right side of (19) is null. Therefore, the departures of the OFC and EOFC in modeling the velocity field are both equal to zero

$$
\mathcal{E}_{\text {off }}=\mathcal{E}_{\text {eofic }}=0
$$

2) Translation Parallel to the Image Plane: In the case of translational motion parallel to the image plane (i.e., $W_{3}=0$, $\Omega_{1}=0, \Omega_{2}=0$ ), the departures of the OFC (35) and EOFC (38) in modeling the velocity field are both equal to

$$
\begin{equation*}
\mathcal{E}_{\mathrm{ofc}}=\mathcal{E}_{\mathrm{eofr}}=4 E\left(-\frac{W_{1} X+W_{2} Y}{X^{2}+Y^{2}+Z^{2}}\right) \tag{39}
\end{equation*}
$$

In the case in which $W_{1} X$ and $W_{2} Y$ are equal in module but different in sign, both $\mathcal{E}_{\text {ofc }}$ and $\mathcal{E}_{\text {eofc }}$ vanish.
3) Expansion or Contraction: In the case of pure expansion or contraction (i.e., $W_{1}=0, W_{2}=0, \Omega_{1}=0, \Omega_{2}=0$ ), the departures of the OFC (35) and EOFC (38) in modeling the velocity field are, respectively

$$
\begin{aligned}
\mathcal{E}_{\text {ofc }} & =E\left(\frac{4 W_{3}}{Z}-\frac{4 W_{3} Z}{X^{2}+Y^{2}+Z^{2}}\right) \\
\mathcal{E}_{\text {eofc }} & =E\left(\frac{2 W_{3}}{Z}-\frac{4 W_{3} Z}{X^{2}+Y^{2}+Z^{2}}\right)
\end{aligned}
$$

due to the optical system geometry since $Z$ is always greater than zero. The above expressions can be rewritten as

$$
\begin{aligned}
\mathcal{E}_{\mathrm{ofc}} & =4 E \frac{W_{3}}{Z}(1-\beta) \\
\mathcal{E}_{\mathrm{eofe}} & =4 E \frac{W_{3}}{Z}\left(\frac{1}{2}-\beta\right)
\end{aligned}
$$

where $\beta=Z^{2} /\left(X^{2}+Y^{2}+Z^{2}\right)$, and hence, the following relationships hold:

$$
\begin{aligned}
& \left|\mathcal{E}_{\text {off }}\right|>\left|\mathcal{E}_{\text {eofc }}\right| \quad \text { if } \quad 0<\beta<3 / 4 \\
& \left|\mathcal{E}_{\text {off }}\right|=\left|\mathcal{E}_{\text {eofc }}\right| \quad \text { if } \quad \beta=3 / 4 \\
& \left|\mathcal{E}_{\text {ofc }}\right|<\left|\mathcal{E}_{\text {eofr }}\right| \quad \text { if } 3 / 4<\beta \leq 1
\end{aligned}
$$

Considering the perspective projection law (1), the expression $\beta=Z^{2} /\left(X^{2}+Y^{2}+Z^{2}\right)$ defines the surface of a sphere in the 3 -D space, which projects on the image plane the circle

$$
x^{2}+y^{2}=l^{2} \frac{(1-\beta)}{\beta}
$$

For $\beta=3 / 4$, we have the circle $x^{2}+y^{2}=\frac{t^{2}}{3}$. Hence, to estimate the velocity field, the OFC is a better model than the EOFC for the points that are close to the center of the image, whereas for the points that are farther than $1 / \sqrt{3}$ from the center, the EOFC is a more accurate model

$$
\begin{aligned}
& \text { if } \sqrt{x^{2}+y^{2}}>\frac{l}{\sqrt{3}} \text { then }\left|\mathcal{E}_{\text {ofc }}\right|>\left|\mathcal{E}_{\text {eofc }}\right| \\
& \text { if } \sqrt{x^{2}+y^{2}}=\frac{l}{\sqrt{3}} \text { then }\left|\mathcal{E}_{\text {ofc }}\right|=\left|\mathcal{E}_{\text {eofc }}\right| \\
& \text { if } \sqrt{x^{2}+y^{2}}<\frac{l}{\sqrt{3}} \text { then }\left|\mathcal{E}_{\text {off }}\right|<\left|\mathcal{E}_{\text {eofr }}\right|
\end{aligned}
$$

It should be noted that the limit on the image plane depends only on the optical system geometry.
4) Rotation Around $X$ - and $Y$-Axes: In the case of composite rotation around $X$ - and $Y$-axes (i.e., $W_{1}=0, W_{2}=0$, $W_{3}=0$ ), the following expressions for the departures of the OFC and EOFC in modeling the velocity field are obtained:

$$
\mathcal{E}_{\mathrm{ofc}}=4 E\left(\frac{Y \Omega_{1}}{Z}-\frac{X \Omega_{2}}{Z}\right) . \quad \mathcal{E}_{\mathrm{eofc}}=E\left(\frac{Y \Omega_{1}}{Z}-\frac{X \Omega_{2}}{Z}\right)
$$

which lead to the following relationship showing that the EOFC provides a better estimation than the OFC according to a multiplicative factor equal to 4

$$
\left|\mathcal{E}_{\text {ofic }}\right|=4\left|\mathcal{E}_{\text {eofc }}\right|
$$

Remarks: According to the above discussion, it can be observed that the departure of the EOFC in modeling the velocity field is in most cases less or equal to the departure of the OFC. In particular, the EOFC is verified to be a more appropriate model in the presence of motion along the $Z$ axis (where $\sqrt{x^{2}+y^{2}}>\frac{l}{\sqrt{3}}$ ) and rotations around the $X$ and $Y$-axes. Moreover, to some extent, the above relationships demonstrate that the EOFC model compensates the effects that are due to the noncalibration of the optical system.

## B. Uniform Light Source

If the condition of "isotropic light source" is substituted with the condition of "uniform light source," the total derivative of the image brightness assumes the form expressed by (23). The structure of (23) differs from (17) only by the presence of the last term. Since this term is present in both $\mathcal{E}_{\text {off }}$ and $\mathcal{E}_{\text {eoff }}$, the relationships between the departures of the OFC and EOFC models are equal to those presented for the case of isotropic light source.

## V. Experimental Results

Relationships between the departures of the OFC and EOFC in modeling the velocity field have been tested by using image

(a)

(b)

Fig. 3. Synthetic sphere under (a) isotropic and (b) uniform illumination (50.0 $\times 50.0$ units).
sequences generated in a controlled environment. The synthetic sequences have been created considering the perspective projection, the camera geometry, the reflectance characteristics, and the conditions of illumination. A high resolution on pixel gray values ( 32 bits) has been used to approximate a continuous image brightness model and thus reduce the errors introduced in the computing of partial derivatives. It was experimentally found that computational errors by using 8 bits of resolution are larger than those originated by the departures of the OFC and EOFC in modeling the velocity field.

The test sequences consist in the projection of a continuously patterned sphere on a discrete image plane of $128 \times$ 128 pixels corresponding to $50.0 \times 50.0$ spatial units (see Fig. 3). The sphere is moved in the 3-D space according to different motion conditions. In the reported experiments, the focal length $l$ is equal to 50 units, the dimension of the lens $D$ is equal to 75 units, the radius $R$ of the sphere is equal to 40 units, and the sphere is placed at the first time instant $(t=0)$, in $\mathbf{P}=(0,0,100)$. According to the perspective projection, the sphere appears on the image plane as a circle with a radius of 20 units $(l X / Z=50 \cdot 40 / 100)$. The albedo of the sphere consists in a plaid pattern with a period equal to $25 /(2 \pi R)$ and an amplitude equal to 22 gray level units around the basic value of 90 unit. The surface of the sphere is Lambertian.
The estimates of the departures of the OFC and EOFC models are presented for the cases of isotropic and uniform light sources. For the cases of uniform light source, $N_{c}$ is taken equal to ( $0,0,1$ ). Types of motions analyzed are as follows:

- translational motion parallel to the image plane: $\mathbf{W}=$ ( $0.4,-0.4,0$ ) and $\Omega=0$
- rotational motion around the $Z$-axis-i.e., parallel to the image plane- $\mathbf{W}=0$ and $\Omega=(0,0,0.03)$
- rototranslational motion parallel to the image plane: $\mathbf{W}=$ $(0.2,-0.2,0)$ and $\Omega=(0,0,0.015)$
- expansion motion (translational along the $Z$-axis): $\mathbf{W}=$ (0, 0, 1.1) and $\Omega=0$
- rotational motion in the 3-D space: $\mathbf{W}=(0,0,0)$ and $\Omega=(0.005,-0.005,0)$.
The departures of the OFC and EOFC models have been estimated by using the following discrete equations: $f$

TABLE II
Departures of OFC and EOFC in Model ing; the
Velocity Field (Mean Values and Variances) (Isotropic Illlmination. Noncal.ibrated Optical System)

| isotropic illurnination - non-calibrated optical system |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Motion | $\mathcal{E}_{\text {cfi }}$ | $\mathcal{E}_{\text {eofe }}$ | $\operatorname{Var}\left(\mathcal{E}_{\text {of }}\right)$ | $\operatorname{Var}\left(\mathcal{E}_{\text {ejic }}\right)$ |
| Translational ( $W_{3}=0$ ) | 0.401 | 0.401 | 0.062 | 0.062 |
| Rotational around $Z$-axis | 0.035 | 0.035 | 0.002 | 0.002 |
| Paralle to the image plate | 0.202 | 0.202 | 0.014 | 0.014 |
| Fxpansion | 0.336 | 2.288 | 0.026 | 0.266 |
| Rotational around $X$. and $Y$-axes | 0.354 | 0.096 | 0.050 | 0.007 |

$$
\begin{aligned}
\hat{\mathcal{E}}_{\text {off }}(x, y, t)= & E_{x}(x, y, t) \dot{p}_{1}(x, y, t) \\
& +E_{y}(x, y, t) \dot{p}_{2}(x, y, t)+E_{t}(x, y, t), \\
\hat{\mathcal{E}}_{\text {eofc }}(x, y, t)= & E_{x}(x, y, t) \dot{p}_{1}(x, y, t) \\
& +E_{y}(x, y, t) \dot{p}_{2}(x, y, t) \\
& +E(x, y, t) \dot{p}_{1 x}(x, y, t) \\
& +E(x, y, t) \dot{p}_{2 y}(x, y, t)+E_{t}(x, y, t)
\end{aligned}
$$

where partial derivatives of the image brightness are computed by using central differences (e.g., $E_{x}(x, y, t)=(E(x+$ $1, y, t)-E(x-1, y, t)) / 2)$. The components of velocity field and their derivatives are estimated by means of (4) and (5) on the basis of the 3-D motion components, which are known from the generation of the test sequences.

## A. Isotropic Light Source

In Table II, the mean values of the departures of the OFC and EOFC in modeling the velocity field are reported in the case of Lambertian surfaces with a noncalibrated optical system. Mean values of the departures are estimated disregarding the boundaries of the sphere where wide errors are present due to discontinuities (i.e., $\overline{\mathcal{E}}=1 / M \sum_{i}^{A /}|\hat{\mathcal{E}}|$, where $M$ defines the area of projection of the sphere without boundaries). Results obtained in the first three motion conditions agree with the conclusions derived in Section IV.

In the case of pure expansion, results also agree with the considerations derived in Section IV. In this case, the departures of the OFC and EOFC models depend on the distance from the focus of expansion. In this test sequence, the focus of expansion was set in the center of the coordinate system (the center of the image plane) and $1 / \sqrt{3}=28.8$ units was used (the sphere appears on the image as a circle with a radius of 20 units). Tests have been carried out for different values of focal length $l$. Results for $l=10$ (i.e., $l / \sqrt{3}=5.78$ ) are reported in Fig. 4 as a function of the distance from the center of the image. In this case, the EOFC produces better results then the OFC only in those points farther than $l / \sqrt{3}$. The dotted area marks regions where discontinuities are present, and therefore, traces in this area do not represent the phenomena under discussion. In Fig. 5, graylevel maps of OFC and EOFC departures for expansion motion are presented, where darker points represent higher values of departures.

By observing Table II, it can be noted that in the case of pure rotation around the $X$ - and $Y$-axes (i.e., $\Omega_{1} \neq 0$ and $\Omega_{2} \neq 0$ ), the EOFC is better than OFC for modeling the velocity field (the ratio of $1 / 4$ can be observed). In addition, in this case, the OFC and EOFC departures are presented as gray-level maps


Fig. 4. Behavior of the departures of the OFC and EOFC in modeling the velocity field as a function of the distance from the image center (pure expansion motion with $l=10$ units, isotropic illumination, noncalibrated optical system).


Fig. 5. Maps of the departures of (a) OFC and (b) EOFC in modeling the velocity field (pure expansion motion with $l=50$ units, isotropic illumination. noncalibrated optical system).


Fig. 6. Maps of the departures of (a) OFC and (b) EOFC in modeling the velocity field (pure rotational motion around $: \bar{L}$ - and $Y$-axes, isotropic illumination, noncalibrated optical system).
(see Fig. 6). By observing these maps, it can be noted that the distribution of the departures in the 2-D plane is in accordance with the expressions of the departures as derived in Section IV.

Table III shows the departures of the OFC and EOFC in modeling the velocity field in the case of a calibrated optical system estimated in the same conditions of Table II. It can be noted that the OFC model performs better than the EOFC in all motion conditions in accordance with results derived in Section III.

In Tables IV and V, mean errors in estimating the velocity field by using OFC and EOFC are presented for both cases of calibrated and noncalibrated optical systems. Mean errors are evaluated according to $\bar{\eta}_{\perp}=1 / M \sum_{i}^{M I} \frac{|\hat{\mathcal{E}}|}{|\nabla E|}$, where $M$ defines the area covered by the projection of the sphere disregarding boundaries, and $\hat{\mathcal{E}}$ is the departure of the OFC or EOFC in modeling the velocity field. Although $\nabla E$ has a nonuniform distribution on the image plane, it can be

TABLE III
Departlres of OFC and EOFC in Modeling the Velocity Field (Mean Values and Variances) (Isotropic Illumination, Calibrated Optical System)

| Motion | $\mathcal{E}_{0, i c}$ | $\overline{\mathcal{E}}$ eotc | $\operatorname{Var}\left(\mathcal{E}_{\text {ofce }}\right)$ | $\overline{\operatorname{ar}\left(\mathcal{E}_{\text {e }, ~}^{c c}\right.}$ ) |
| :---: | :---: | :---: | :---: | :---: |
| Translational ( $W_{3}=0$ ) | 0.092 | 0.092 | 0.009 | 0.009 |
| Rotational around $Z$-axis | 0.044 | 0.044 | 0.004 | 0.004 |
| Parallel to the image plane | 0.034 | 0.034 | 0.002 | 0.002 |
| Expansion | 0.024 | 3.012 | 0.001 | 0.054 |
| Rotational around $X$ and $\bar{Y}$-axes | 0.056 | 0.320 | 0.029 | 0.122 |

TABLE IV
Errors in the Estimation of Velocity Field by Means of the OFC and EOFC (Mean Values and Variances) (Isotropic Illumination, Noncalibrated Optical System)

| Motion | n) $\bar{\eta}_{\text {ofat }}$ | $\bar{\eta}_{\text {eota }}$ | $\operatorname{Var}\left(\eta_{0} f_{0-1}\right)$ | Vart |
| :---: | :---: | :---: | :---: | :---: |
| Translational ( $W_{3}=0$ ) | 0.0781 | 0.0781 | 0.0082 | 0.0082 |
| Rotational around $Z$-axis | 0.0055 | 0.0055 | 0.0001 | 0.0001 |
| Parallel to the image plane | 0.0401 | 0.0401 | 0.0023 | 0.0023 |
| Expansion | 0.0677 | 0.4844 | 0.1525 | 0.6418 |
| Rotational around $X$ - and $Y$ axes | 0.0697 | 0.0179 | 0.0087 | 0.0005 |

TABLE V
Errors in the Estimation of Velocity Field by Means of the OFC and EOFC (MEan Values and Variances) (Isotropic Illumination, Cal.ibrated Optical System)

| isotropic illumination - calibrated optical system |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Motion | $\mathrm{I}_{\text {g fet }}$ | $\bar{p}_{\text {eofe }}+$ | Var ( $\eta_{0,6}$ ) | Varimental |
| Transiational ( $W_{z}=0$ ) | 0.0120 | 0.0120 | 0.0001 | 0.0001 |
| Rotational around $Z$-axis | 0.0055 | 0.0055 | 0.0001 | 0.0001 |
| Parallel to the image plane | 0.0044 | 0.0044 | 0.0001 | 0.0001 |
| Expansion | 0.0033 | 0.5278 | 0.0001 | 0.3757 |
| Rotatioual around $X$ and $Y$-axes | 0.0070 | 0.0528 | 0.0001 | 0.0082 |

TABLE VI
Departures of OFC and EOFC in Modeling the Velocity Field (Mean Values and Variances) (Uniform Illumination, Noncalibrated Optical System)

| uniform illumination - tono calibrated optical system |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Mation | $\varepsilon_{0,0}$ | $\bar{E}_{\text {cof }}$ | $\operatorname{Var}\left(E_{\text {ofa }}\right)$ | $\operatorname{Var}\left(\sum_{\text {eofe }}\right)$ |
| Translational ( $\bar{W}_{3} \pm 0$ ) | 0.349 | 0.349 | 0.043 | 0.043 |
| Rotational around $Z$-axis | 0.128 | 0.028 | 0.001 | 0.001 |
| Parallel to the image plane | 0.176 | 0.176 | 0.009 | 0.009 |
| Expansion | 0.301 | 2.158 | 0.017 | 0.414 |
| Rotational around $\bar{X}$ - and $Y$ axes | 0.165 | 0.073 | 0.011 | 0.1006 |

noted that the relationships between the departures are also conserved for the estimation errors of the velocity field. Therefore, in the case of a calibrated optical system, the OFC is a better model than the EOFC for estimating the velocity field (see Table V ).

## B. Uniform Light Source

In Table VI, the mean values of the departures of the OFC and EOFC are reported when the optical system is noncalibrated. In addition, in this case, results agree with conclusions as derived in Sections III and IV.

Comparing Tables II and VI, it can be noted that the departures estimated in the case of a uniform illumination are always smaller that those estimated in the case of an isotropic illumination. This is due to that fact that under a uniform illumination, the image irradiance is reduced by a factor that depends on the scalar product $\mathbf{N}_{s}(\mathbf{P}) \cdot \mathbf{N}_{e}$, which is always less than 1. This reduction reflects on the departure values since these directly depend on the image irradiance.

Table VII shows the departures of the OFC and EOFC in modeling the velocity field estimated in the same conditions as Table VI, except that in this case, the camera has been

TABLE VII
Departures of OFC and EOFC in Modeling the Velocity Field (Mean Valles and Variances) (Uniform Illumination, Calibrated Optical System)

| uniform illumination - calibrated optical system |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Motion | $\hat{\mathcal{E}}_{\text {ofc }}$ | $\overline{\mathcal{E}}_{\text {ejf }}$ | $\overline{\operatorname{Var}\left(\mathcal{E}_{\text {of }}\right)}$ | $\overline{\operatorname{Var}\left(\mathcal{E}_{\text {cofoc }}\right)}$ |
| Translational ( $W_{3}=0$ ) | 0.045 | 0.045 | 0.003 | 0.003 |
| Rotational around $Z$-axis | 0.035 | 0.035 | 0.002 | 0.002 |
| Parallel to the image plane | 0.028 | 0.028 | 0.001 | 0.001 |
| Expansioi | 0.019 | 2.662 | 0.001 | 0.167 |
| Renational around $X$-and $Y$-axes | 0.176 | 0.447 | 0.019 | 0.080 |

TABLE VIII
Errors in the Estimation of Velocity Field by Meavs of the OFC and EOFC (Meav Values and Variances) (Uniform Illumination, Noncal.ibrated Optical. System)

| uniform illumination - non-calibrated optical system |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Motion | Moic 1 | $\bar{\eta}_{\text {eofc }}$ | Var $\left.\eta_{\text {ofel }}\right)$ | $\operatorname{Var}\left(\eta_{\text {eofa }}\right)$ |
| Trans ational ( $\left.W_{3}=0\right)$ | 0.0769 | 0.0769 | 0.0095 | 0.0095 |
| Rotational around $Z$ axis | 0.005 .5 | 0.0055 | 0.0001 | 0.0001 |
| Paralle to the image plane | 0.0412 | 0.0412 | 0.0041 | 0.0041 |
| Expantion | 0.0659 | 0.4570 | 0.0073 | 0.1929 |
| Rotat onal around $X$ - and $Y$-axes | 0.0371 | 0.0185 | 0.0034 | 0.0012 |

TABLE IX
Errors in the Estimation of Velocity Field by Means of the OFC and EOFC (Mean Values and Variances) (Uniform Illumination, Calibrated Optical System)

| Motien | $\eta_{0} \mathrm{c}_{1}$ | $\bar{r}_{\text {meota }}$ | $\overline{\operatorname{Var}\left(p_{0} f_{c}\right)}$ | ar |
| :---: | :---: | :---: | :---: | :---: |
| Translational ( $\left.W_{3}=0\right)$ | 0.0124 | 0.0124 | 0.0002 | 0.0002 |
| Rotational around $Z$-axis | 0.0055 | 0.0055 | 0.0001 | 0.0001 |
| Parallel to the image plane | 0.0045 | 0.0045 | 0.0001 | 0.0001 |
| Expansion | 0.0032 | 0.5393 | 0.0001 | 0.5452 |
| Botationai around $X$ and $Y$-axes | 0.0351 | 0.0880 | 0.0035 | 0.0167 |

calibrated. In addition, in this case, the OFC model performs better than the EOFC in all motion conditions.

In Tables VIII and IX, errors in estimating the velocity field by using OFC and EOFC are presented for both calibrated and noncalibrated optical systems. The considerations derived in the case of isotropic illumination for the relationships between the estimation errors of velocity field still hold in this case. Therefore, in these conditions as well, the OFC is a better model than the EOFC for estimating the velocity field

## VI. Conclusion

Conditions have been analyzed under which different optical flow constraint equations model the velocity field. Analytical expressions of departures of distinct constraints in modeling the velocity field have been derived for different motion conditions under different types of illumination for both cases of calibration and noncalibration of the optical system. Experimental evidence has been reported, showing the mean errors induced by these departures in the estimation of the velocity field. Results show that in the presence of noncalibrated optical systems, the EOFC is a better model than the OFC for estimating the velocity field for rotational motion around the $X$ - and $Y$-axes and for expansion motion in the outer parts of the image, as opposed to OFC. This is due to the fact that the EOFC compensates, to some extent, the absence of calibration in the optical system. In the presence of a calibrated optical system, the OFC model is preferable to the EOFC to estimate the velocity field for all motion conditions. The same conclusions apply to both cases of isotropic and uniform illuminations.

## Appendix A

In this appendix, the total derivative of the image brightness is evaluated under the assumptions of an isotropic light source, Lambertian surfaces, and locally rigid patterns. In these conditions, the image irradiance has the form reported in (15). Therefore, its total derivative is

$$
\begin{aligned}
\frac{d E}{d t}= & \frac{d \rho(\mathbf{p}, t)}{d t} \frac{\pi}{4}\left(\frac{D}{l}\right)^{2} \frac{(\mathbf{P} \cdot \hat{\mathbf{Z}})^{4}}{(\mathbf{P} \cdot \mathbf{P})^{2}} \\
& +\rho(\mathbf{p}, t) \frac{d}{d t}\left(\frac{\pi}{4}\left(\frac{D}{l}\right)^{2} \frac{(\mathbf{P} \cdot \hat{\mathbf{Z}})^{4}}{(\mathbf{P} \cdot \mathbf{P})^{2}}\right) \\
\frac{d E}{d t}= & \frac{d \rho(\mathbf{p}, t)}{d t} \frac{\pi}{4}\left(\frac{D}{l}\right)^{2} \frac{(\mathbf{P} \cdot \hat{\mathbf{Z}})^{4}}{(\mathbf{P} \cdot \mathbf{P})^{2}} \\
& +\rho(\mathbf{p}, t) \frac{\pi}{4}\left(\frac{D}{l}\right)^{2} \frac{d B}{d t}
\end{aligned}
$$

where

$$
B=\frac{(\mathbf{P} \cdot \hat{\mathbf{Z}})^{4}}{(\mathbf{P} \cdot \mathbf{P})^{2}}
$$

and

$$
\frac{d B}{d t}=4 \frac{(\mathbf{P} \cdot \hat{\mathbf{Z}})^{4}}{(\mathbf{P} \cdot \mathbf{P})^{2}}\left(\frac{\dot{\mathbf{P}} \cdot \hat{\mathbf{Z}}}{Z}-\frac{\mathbf{P} \cdot \dot{\mathbf{P}}}{\mathbf{P} \cdot \mathbf{P}}\right)
$$

Since the patterns in the scene are supposed to be locally rigid (i.e., $\frac{d \rho(\mathbf{p}, t)}{d t}=0$ ), the obtained expression for $d E / d t$ is equal to (17).

## Appendix B

In this appendix, the total derivative of the image brightness is evaluated under the assumptions of uniform light source, Lambertian surfaces, and locally rigid patterns. In these conditions, the image irradiance has the form reported in (22). Therefore, its total derivative is

$$
\begin{align*}
\frac{d E}{d t}= & \frac{d \rho(\mathbf{p}, t)}{d t}\left(\mathbf{N}_{s}(\mathbf{P}) \cdot \mathbf{N}_{e}\right) \frac{\pi}{4}\left(\frac{D}{l}\right)^{2} \frac{(\mathbf{P} \cdot \hat{\mathbf{Z}})^{4}}{(\mathbf{P} \cdot \mathbf{P})^{2}} \\
& +\rho(\mathbf{p}, t)\left(\mathbf{N}_{s}(\mathbf{P}) \cdot \mathbf{N}_{e}\right) \frac{\pi}{4}\left(\frac{D}{l}\right)^{2} \frac{d B}{d t} \\
& +\rho(\mathbf{p}, t) \frac{\pi}{4}\left(\frac{D}{l}\right)^{2} \frac{(\mathbf{P} \cdot \hat{\mathbf{Z}})^{4}}{(\mathbf{P} \cdot \mathbf{P})^{2}} \frac{d\left(\mathbf{N}_{s}(\mathbf{P}) \cdot \mathbf{N}_{e}\right)}{d t} \tag{40}
\end{align*}
$$

Taking into account the results obtained in Appendix A, since $\frac{d \rho(\mathbf{p}, t)}{d t}=0$, the expression for $d E / d t$ is

$$
\begin{aligned}
\frac{d E}{d t}= & 4 E\left(\frac{\dot{\mathbf{P}} \cdot \hat{\mathbf{Z}}}{Z}-\frac{\mathbf{P} \cdot \dot{\mathbf{P}}}{\mathbf{P} \cdot \mathbf{P}}\right)+\rho(\mathbf{p}, t) \frac{\pi}{4}\left(\frac{D}{l}\right)^{2} \\
& \frac{(\mathbf{P} \cdot \hat{\mathbf{Z}})^{4}}{(\mathbf{P} \cdot \mathbf{P})^{2}}\left(\mathbf{N}_{e} \cdot \boldsymbol{\Omega} \times \mathbf{N}_{s}(\mathbf{P})\right) .
\end{aligned}
$$
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