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Who I am
• My name is Matteo Marulli
• I have a master degree in computer 

science (110/110)
• Now, I’m actually a PhD. Student in 

Information engineering and working 
at DISIT-LAB of DINFO

• My research topic is «Artificial 
Intelligence methods and techniques 
for text understanding and risk 
estimation, predictive models for 
health claims management”

• But I have strong passion about 
computer vision, computer graphics, 
machine learning and data mining
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Before we start… who are you?
• Let’s breaking the ice guys 

• Join on menti and answer some 
question please
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What is computer vision
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Computer vision is a field of artificial intelligence that focuses on the 
algorithms and techniques enabling computers to comprehend the contents 
of an image.



Why is import study computer vision 
• Computer vision has always found application on the industrial side:

– Automated Quality Control
– Predictive maintenance 
– Industrial Robot Guidance
– And so on…

• Recently, it's becoming more common to use it in smart cities for 
various purposes:
– Video surveillance
– Traffic flow
– Digital twins
– And so on…
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Computer vision  for industries
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Computer vision  in adversarial enviroments
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Computer vision for smart surveillance
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Computer vision for digital twin
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Computer vision satellite images
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Computer vision tasks
• There are a lot of computer 

vision tasks such as:
–  image matching

– Image registration

– Image stitching

– …..

• We focus and cover for this 
seminary only the tasks that 
enable of analyzing and 
understanding the content of an 
image 
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Object detection
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Object detection is a task that allows an algorithm to tell what is in an image 
and tell where it is.

• Object detection is a more complicated task than classification because it answers 
two questions (what, where) 

• To answer these two questions it uses both classification (what) and regression 
(where) 



Object detection: types of detection
2D Object detection 3D Object detection
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Object detection: metrics
• Like the classification and regression problem, even object 

detection has its metric that measure the goodness of a detector 
on your data:

• We see in this order:

– Intersection over union (IoU)

– Avarage Precision (AP)

– Mean avarege precision (mAP)
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Intersection over union (IoU)
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Intersection over union (IoU) is a metric that quantifies the degree of 
overlap between two regions.



Intersection over union (IoU)
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Intersection over union (IoU) is a metric that quantifies the degree of 
overlap between two regions.

• With IoU:
• A TP case occured when the the intersection between a BB predicted an BB ground 

truth is ≥ 𝛼 
• A FP case occured when the the intersection between a BB predicted an BB ground 

truth is < 𝛼
• A FN case is when the detection is no occured

Confusion matrix



Intersection over union (IoU)
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃

σ 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃

σ 𝐺𝑇

Classification Object detection



Average Precision (AP)
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Average precision is the area under the precision-recall 
curve



Average Precision (AP)
• Suppose you trained a detector and you have this test-image
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Average Precision (AP)
• For this test image you have the annotation of GT created with a 

tool
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Average Precision (AP)
• Feed the image into detector and this is the output model
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Average Precision (AP)
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Average Precision (AP)
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

σ 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

σ 𝐺𝑇



Average Precision (AP)

24

• Precision values are interpolated across 11 Recall values, i.e., 0, 0.1, 0.2, 0.3,…,1.0. 
• The interpolated Precision is the maximum Precision corresponding to the Recall value greater than the 

current Recall value.
• The choice  of 11 Recall values is done to avoid creating a noise curve



Average Precision (AP)
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• 𝐴𝑃𝑑𝑜𝑔 =
1

11
∗ 1 + 4 ∗ 0.71 + 6 ∗ 0 = 0.349 = 34.9%



Mean average precision (mAP)
• AP is an indicator for one class of the performance of detector

• If we want have a global idea of the performance of detector we 
have to move to mean Average Precision (mAP)

• mAP take in consideration all the classes and it is very simple to 
compute if you know how compute AP
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𝑚𝐴𝑃 =
1

𝑘
∗ 

𝑖=1

𝑘

𝐴𝑃𝑖 =
0.349 + .0545 + 0 + 1 + 0.5

5
= 0.4788 = 47.88%

• By varying the threshold of the IoU, different mAPs can be obtained, for example mAP@50 is obtained by imposing a 
threshold at 0.5, mAP@95 is obtained by imposing a threshold at 0.95, even more, one can average these mAPs and denote 
with  mAP[.5:.95]

• the choice of threshold value depend on your application, if you want that the predicted BB correspond as much as possible 
to BB of ground truth you need to set an higher value for threshold otherwise 0.5 is a good and common choice



Object detection
Two-stage detector

• The net is composed by two moduls:
– A modul for region proposal
– A module for predict the BBs 

+ Detection with high precision
- Not suitable for real-time system

One-stage detector

• the net is entirely responsible for finding 
the proposed regions and calculating the 
bounding boxes

‡ Detection with good precision
+ Suitable for real-time system
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You Only Look Once (YOLO)
• Yolo Only Look Once best know as YOLO, it is one most famous  one-

stage detector

• It is not the most accurate, but it’s one of the fastest when it comes to 
prediction times.

• YOLO is a network that has been used in many real-world projects:

– Video surveillance

– Drone systems

– Mobile phone

– Embedding systems
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You Only Look Once (YOLO)
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You Only Look Once (YOLO)
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• YOLO divides the input image into an SxS (3x3) grid
• If the center of an object falls into a grid cell the cell is responsible for detecting that object whose center (the red and 

green dots) falls inside the grid cell



You Only Look Once (YOLO)
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• Each cell predicts a fixed number B (5) of bounding boxes and confidence scores for those boxes (the one-object rule 
limits how close detected objects can be)

• Bounding Box coordinates(bx, by, bw, bh):
• width bw and height bh are normalized by the image width and height
• bx and by are offsets to the corresponding cell

• Confidence score pc: confidence that the box contains an object + box accuracy: Pr 𝑂𝑏𝑗𝑒𝑐𝑡 ∗ 𝐼𝑜𝑈𝑡𝑟𝑢𝑡ℎ_𝑝𝑟𝑒𝑑



You Only Look Once (YOLO)
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Bounding boxclasses
Objectness 

score

The output for a detection



You Only Look Once (YOLO)
• Anchor boxes are standard bounding boxes

• There are several and they are different for aspect ratio and scale

• They are used to make bounding box predictions
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You Only Look Once (YOLO)
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• YOLOv2 model makes use of anchor boxes like Faster R-CNN: pre-defined bounding boxes with useful shapes and sizes 
that are tailored during training.

• Bounding Box coordinates(x,y,w,h):
• width w and height h are normalized by the image width and height
• x and y are offsets to the corresponding cell

• Confidence score: confidence that the box contains an object + box accuracy:

• Cx and cy are the top-left point of the cell
• From YOLO2 the sigmoid function is used for computing the offset
• pw and ph are respectively the width and height of the anchor box that will 

be scaled by multiplying for pw and ph



You Only Look Once (YOLO)
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You Only Look Once (YOLO)
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You Only Look Once (YOLO)
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• The yolo loss is a multi loss
• A locational loss
• A classification loss

• This loss must be minimised



New YOLO models
• YOLO is a family of algorithms that has evolved over time.

• One of the most widely used versions is YOLOV5 (2020) of 
ultralytics but the latest versions are YOLOV8 (2023) of Ultralytics
and YOLO-NAS (2023) of Decima
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Object tracking

• This task is very important in the real world because systems that can 
perform object tracking allows:
– tracking objects and people for security reasons
– counting people or objects in a room for security or data analysis purposes 
– counting people or objects in a room for security or data analysis purposes 
– understanding how far people are
– Investigate people's movements to analyze internal mobility at a hospital or 

shopping centre, this analysis will yield metrics such as origin-destination 
matrices.
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Object tracking is a task of computer vision that allows a system to assign 
an id and track an object in a video 



Object tracking: metrics
• Higher Order Tracking Accuracy (HOTA) combines measures of 

localization accuracy and identity switches to assess tracking 
quality incorporating both spatial accuracy and temporal 
consistency.

• 𝐻𝑂𝑇𝐴𝑡𝑝 represents true positive associations between ground 
truth objects and predicted tracks

• 𝐻𝑂𝑇𝐴𝑓𝑛 represents false negative associations, where ground 
truth objects are not matched with any predicted tracks

• 𝐻𝑂𝑇𝐴𝐼𝐷𝑆𝑊 represents false negative associations, where 
ground truth objects are not matched with any predicted 
tracks represents the number of identity switches, where the 
same object is assigned different identities or different objects 
are assigned the same identity.

• 𝐻𝑂𝑇𝐴𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 evaluates the accuracy of object localization by 
considering true positive associations and penalizing false 
negatives and identity switches

• 𝐻𝑂𝑇𝐴𝑙𝑜𝑐𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 measures the consistency of object 
identities by penalizing identity switches.
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Object tracking: metrics
• Multiple Object Tracking Accuracy (MOTA)  

provides an overall assessment of tracking 
accuracy by considering various aspects of 
tracking errors.

• Here, the numerator represents the sum 
of missed targets (objects that were not 
detected), false positives (incorrectly 
detected objects), and mismatches 
(incorrectly associated objects). The 
denominator represents the total number 
of ground truth targets. A MOTA score 
close to 1 indicates accurate tracking with 
minimal errors, while a score close to 0 or 
negative values indicates poor tracking 
performance.
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Object tracking
• The next algorithms are all based on a scheme called SORT and can be schematised as follows

1. From the initial frame extract bounding boxes with a detector
2. Use bounding boxes to extract patches of objects that have a detection in the frame
3. Use a cnn network to calculate feature maps for each patch
4. Initialises the database with feature maps and assigns each map an ID
5. Take the next frame f_i from the source

1. From the f_i extract bounding boxes with a detector
2. Use bounding boxes to extract patches of objects that have a detection in f_i
3. Use a cnn network to calculate feature maps for each patch

1. For fm in feature_maps
1. matching =false
2. For id in db.ids

1. fm_track = db[id]
2. if matching(fm, fm_track) >= thresh then matching= True assign_id_to_bb(id)

3. If not matching
1. new_id = db.last_id +1 
2. insert_to_db(fm, new_id)
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DeepSort and OC-Sort
• DeepSort by Wojke et. al 2017 is a 

machine learning approch for tracking 
people, assigning IDs to each person.

• Traditionally the tracking algorithms 
presents the limitation that if a person 
hid behind an object and then 
reappeared, it is assigned a different 
ID.

• DeepSort solves this problem by using 
an AI model that compares similarity 
between people, thus reducing the 
issue of switching people’s identities.
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DeepSort and OC-Sort
DeepSort steps for tracking 
detections:

1. Compute bounding boxes using 
a detector

2. Use Sort (Kalman filter) and 
ReID (identification model) to 
link bounding boxes and tracks

3. If no link can be made, a new ID 
is assigned and it is newly added 
to tracks.
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DeepSort and OC-Sort
• OC-SORT Cao et al. 2022 is a novel 

algorithm based on SORT

• SORT typically fails to maintain track 
when objects are lost/occluded or 
when non-linear motion occurs. To 
overcome this, OC-SORT proposes 
three solutions:

– Observation Centric Re-Update (ORU)

– Observation Centric Momentum 
(OCM)

– Observation Centric Recovery (OCR)
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DeepSort and OC-Sort
• ORU is activated when a lost track is re-

associated
• This simply involves replacing the previous 

estimations with improved data, thereby 
reducing the magnitude of the 
accumulated error

• This 'better data' is referred to as a virtual 
trajectory.

• The virtual trajectory begins at the track's 
last observed point in its history (zₜ₁) and 
concludes with the most recent 
observation, which is the last association 
(zₜ₂)

• The virtual trajectory is generated in this 
mannnor:
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DeepSort and OC-Sort
• The linear velocity assumption implies that an object has a consistent direction of 

motion. 
• It turns out that the direction of motion can actually be used to more accurately 

associate tracks.
• In general, we can compute the motion in radians  by considering the relative 

displacement between two bounding boxes

• Where (u₁, v₁) and (u₂, v₂) are two different bounding box positions. To understand how 
OCM uses motion to associate tracks, we need to understand two angles: the potential 
track angle θᵗʳᵃᶜᵏ and the intention angle θⁱⁿᵗᵉⁿᵗⁱᵒⁿ
– Potential Track angle: θᵗʳᵃᶜᵏ links two observations on a track
– - Previous track observations are linked with every new detection
– - Each track forms an θᵗʳᵃᶜᵏ with every new detection
– Intention Angle: θⁱⁿᵗᵉⁿᵗⁱᵒⁿ links a past observation with a new observation
– - A Past track historical observation is linked with a new associated observation
– - Each track only has one θⁱⁿᵗᵉⁿᵗⁱᵒⁿ

• OCM compares the angles of the track (θᵗʳᵃᶜᵏ) and intention (θⁱⁿᵗᵉⁿᵗⁱᵒⁿ) to get a measure 
of direction: ∆θ = |θᵗʳᵃᶜᵏ − θⁱⁿᵗᵉⁿᵗⁱᵒⁿ|, this is called the consistency cost. Similar to the IOU 
cost matrix Cᵢₒᵤ, the consistency cost matrix Cᵥ contains all combinations of ∆θ. We can 
express the full association cost as:

• Where λ determines how much to weight the consistency cost Cᵥ. In general this 
provides a more robust association metric that accounts for direction as well as IOU.
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DeepSort and OC-Sort
• In cases where a track has come to a halt or is partially obscured, the 

motion model may cease to function correctly, resulting in the track 
not being associated with any detections. Even though we have 
established techniques to address lost tracks, we still aim to obtain an 
observation whenever possible.

• OCR is a heuristic technique that can assist in recovering a lost track by 
utilizing its most recent known observation. It links the last known 
observation of each unpaired track to all unpaired observations. This 
constitutes an IOU-based association that occurs after the primary 
track/detection association.
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DeepSort and OC-Sort
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• Black cross gt
• Red cross oc-sort
• green cross sort



Case study: Barcelona
• We used YOLOv5 and OC-Sort to track and count people using a 

thermal imaging camera that does not raise privacy concerns 
(GDPR) and performed well in terms of mAP@50, MOTA and 
HOTA metrics.

• People were counted in 16 directions and we performed well in 
terms of weighted F1-score. 

• We early publish the paper on
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Case study: Barcelona
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Let’s make a bit of practices
• Please join the colab exercise on 

yolo

• We will see how training and 
inference with yolov8 and yolo-
nas and tracking object with 
yolov8 and several trackers

• Follow menti please!
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Satellite images
• A satellite image is a visual 

representation of portions of the 
earth's surface or other celestial 
bodies obtained from an orbiting 
satellite.

• Satellite images can come from a 
variety of satellites, including Earth 
observation satellites (such as those 
of NASA and ESA), weather 
satellites, communication satellites 
and even spacecraft sent to other 
planets or moons.
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Satellite Imaging Applications
• Using satellite images we can study the development of an area 

over time

• Study an area e.g. indicate the amount of forest, agricultural, 
urban areas

• Studying pollution or environmental disasters

• studying coastal erosion

• Support for planning urban develpment
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Satellite Imaging
• Satellite images are available in different formats and serve 

different purposes

• These images can be used to visualise features of the Earth using 
real colours or to identify a set of features using parts of the 
spectrum invisible to the human eye.

• Unlike the sample image, most satellite data comes with each 
channel separated into a separate file for each one. These 
channels are called bands and comprise a range of the 
electromagnetic spectrum visible or not visible to the human eye.
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Satellite Imaging
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Rgb images -> 3 channel and discrete 
value 

Multi-spectral images -> C channel 
and discrete value

Hyper-spectral images -> C channel and 
continuos value



Satellite Imaging
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• A satellite image is a multi-spectral image



Satellite Imaging
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• Multi-spectral images are more common than you might expect



Satellite Imaging
• Satellites use a combination of sensors and on-board cameras to capture images.
• The sensors may be able to detect different bands of the electromagnetic spectrum, including visible 

light, infrared and radar.
• For example landast-8 satellite has two sensors: the Operational Land Imager (OLI) and the Thermal 

Infrared Sensor (TIRS).
• OLI will collect images using nine spectral bands in different wavelengths of visible, near-infrared, and 

shortwave light to observe a 185 kilometer (115 miles) wide swath of the Earth in 15-30 meters 
resolution covering wide areas of the Earth's landscape while providing sufficient resolution to 
distinguish features like urban centers, farms, forests, and other land uses.

• TIRS was added to the satellite mission when it became clear that state water resource managers rely 
on the highly accurate measurements of Earth's thermal energy obtained by LDCM's predecessors, 
Landsat 5 and Landsat 7, will track how land and water is being used. With nearly 80 percent of the 
fresh water in the Western U.S. being used to irrigate crops, TIRS will become an invaluable tool for 
managing water consumption.
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Satellite Imaging
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Satellite Imaging
• Processing satellite images (or other remote sensing data) is a 

computational challenge for two reasons: usually the images are 
large (many megabytes or gigabytes) and many images are 
needed in combination to produce the desired information.

• Opening and processing many large images can consume a lot of 
computer memory. This condition places a tight limit on what the 
user can do before running out of memory.
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Satellite images 
• Computer vision can be used to understand how an area is being 

used by humans, this task is called land cover

• The idea is to exploit clustering techniques to perform non-
supervised pixel-by-pixel classification 

• Obviously features are important and the right channels must be 
selected before proceeding in preparing the data for clustering 
algorithms
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Satellite images 
• Let see how to prepare the data

  

   𝑋 ∈ 𝑁𝑐, ℎ, 𝑤

𝑍 ∈ 𝑁ℎ∗𝑤,𝑐
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flatten each channel 
and then concatenate 
the channels



Satellite images 
• Let see how to prepare the data

  

  𝑋 ∈ 𝑁𝑐, ℎ, 𝑤      
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Clustering 
Algorithm

𝑍 ∈ 𝑁ℎ∗𝑤,𝑐
Y ∈ 𝑁ℎ∗𝑤

𝑍 ∈ 𝑁ℎ∗𝑤,𝑐



Satellite images 
• Now I ask you something about it
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Satellite images 
• We can use the k-means algorithm 

beacuse it is fast  and  is not memory 
greedy

• You can choice the number of cluster 
using one of internal measure:

– Elbow method

– Silhouette score

– Davies–Bouldin index

– Calinski-Harabasz index

– Gap statistics

– Correlation index
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Satellite images 
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Satellite images 
• Classical machine learning techniques are simple and 

straightforward to use but do not provide accurate results 

• Deep learning-based solutions are more powerful and less 
immediate to use

• Solutions based on deep learning are more powerful and less 
immediate to use but provide accurate results
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Satellite images 
• Using deep learning the U-net networks 

(Ronneberger et. Al 2015) are the standard for 
image segmentation

• U-Net is a convolutional neural network that 
was developed for biomedical image 
segmentation

• U-net are model encoder-decoder networks:

– Encoder extract the features

– Decoder use the skip connection to 
reconstruct the information by allucination
using deconvolution and upsampling layers

• The inputs and outputs of a u-net is an 
image, so the ground truths are also 
images
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Satellite images 
• Solórzano et. al in the 2021 propose a novel approach for 

the task  of cover land using a U-net architecture
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Satellite images 
• The typical U-net architecture 

comprises of five hidden layers 
however, in this study, due to 
memory restrictions, a simpler 
version of the U-net was used

• Two outputs are obtained from the 
U-net: the LULC classification map 
and the probability map. The typical 
U-net architecture comprises of five 
hidden layers

• The loss function is a cross entropy 
for multiclass and Adam is the 
optimizer method

71



Satellite images 
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Satellite images 
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Satellite images 
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Satellite images 
• Please join to menti and follow the instruction for the tutorial on 

land cover with k-means
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Machine learning operations (MLOPS)
• We are at the end of this of the seminar! 

• I want to share with you some tips and tricks to better develop 
some Machine Learning and Deep Learning projects

• the time has come to do things right for your sanity and that of 
your colleagues

• Join on menti for some questions
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Machine learning operations (MLOPS)
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Machine Learning Operations (MLOPS) is a practice that combines machine learning (ML) developments with 
software engineering operations and best practices to enable the efficient implementation, management and 
maintenance of machine learning models in production.



Machine learning operations (MLOPS)
• As DEVOPS even MLOPS tries to push for a sustainable, 

collaborative and fast development of a software solution, in this 
case an MLOPS solution 

• There would be so much to talk about, but for reasons of time 
one must select the material to be discussed, so we will discuss 
the following tools (see next slide)
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Machine learning operations (MLOPS)
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Cookiecutter
• A good ML project starts from its foundations

• If its structure is unclear and the people working with you go 
crazy searching for code, tests, docs, plots and data, then you 
should most probably consider reviewing the project structure

• Lucky for you there is cookiecutter, which automates the 
structure of a software project on the basis of a template
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Cookiecutter
• For install cookiecutter from comand line digits:

• To create a new project digits:

81

With pip: pip3 install cookicutter
With conda:conda install –c conda-forge cookicutter

cookiecutter -c v1 https://github.com/drivendata/cookiecutter-data-science



Cookiecutter
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Poetry
• If you use python I take it for granted that you know its package 

manager, pip.

• Sometimes it happens that two or more packages are in conflict 
and you have to handle this do it by hand, or use anaconda, 
which not only manages environments and installs packages, but 
also resolves conflicts between them

• Sometimes resolving conflicts by hand is difficult and anaconda 
takes a long time to resolve dependencies when there are many 
packages

83



Poetry
• The solution is to use poetry

• Poetry is a tool that manages the dependencies of your code and 
also manages their versions

• Poetry also allows you to create readable dependency files 
(pyproject.toml), so you can quickly know which dependencies 
are being used in both test and production phases
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Poetry
• For create a new project types
• For a pre-existing project types
• If you want to add dependencies to your project, you can modify the 

yaml file in the section tool.poetry.dependencies like this

• Or simply types on command line
• To delete a dependencie you can delete the dependecie from the 

section tool.poetry.dependencies
• or simply types on command line 
• Poetry can show your project dependencies as a tree
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poetry new poetry-demo

cd pre-existing-project
poetry init

[tool.poetry.dependencies]
pandas = "^2.1"

poetry add pandas

poetry remove pandas

poetry show --tree



Hydra
• If we work with Machine Learning then we must also work with 

data

• Usually we are used to writing the data path in the code (hard 
coding), this although immediate is not practical from the point of 
view of code usability, because if the data path changes all 
references in the project must then be searched and changed

• Hard coding should be avoided with Hydra
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Hydra
• Hydra is a tool that allows you to work with configuration files in 

python

• A configuration file is a special file where we can define global 
values that can be useful at multiple points in our project

• In a machine learning project a configuration file can be used for 
write the path to data, write the hyper-parameters for the 
algorithms (es learning rate, batch size, k ecc…) and other global 
variable
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Hydra
• Type on command line

• In your project, create a folder called config.

• In the folder, create a file called config.yaml 

• Omegaconf is a library that is installed together with hydra, it is 
used to define the hint type for function arguments that must use 
a configurator object.
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pip3 install hydra-core --upgrade



Hydra
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• Omegaconf is a library that is installed together with hydra, it is used to define the hint type for function arguments that 
must use a configurator object

• @hydra.main(version_base = None, config_path=".", config_name="config") is a decorator method that allow the 
function my_app to access to the content of configuration file



Hydra
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• it is possible to have more than one configuration file if there is a need, the files must be grouped in a folder and the 
folder name must be indicated in the decorator method

• To select the configuration file during the execution type python my_app.py +db=postgresql o type python my_app.py 
+db=mysql



Hydra
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• You can select a default configuration file that tells Hydra how to compose the final configuration file
• With a default list you don’t need to type python my_app.py +db=mysql you just type python my_app.py for mysql
• Postgresql is still available typing python my_app.py +db=postgresql



Hydra
• When using hydra, the latter creates an output folder in the 

format DD-MM-YYY and within it, depending on how many 
executions it creates several sub-folders with the name HH:mm:ss

• Basically, hydra creates a log of our executions

• If you try to do a path print within the code where hydra is used 
with os or pathlib, the latter instead of returning the path to the 
script being executed will print the path to the output folder: 
example

92



Hydra
• ### main.py

 import hydra 
from omegaconf import DictConfig 

@ hydra.main(config_path = "config", config_name = "config") 
def func (cfg: DictConfig): 
 working_dir = os.getcwd() 
 print (f"La corrente la directory di lavoro è {working_dir}") 

 # Per accedere agli elementi della configurazione 
 print (f"La dimensione del batch è {cfg.batch_size}") 
 print (f"Il tasso di apprendimento è {cfg['lr']}") 

if __name__ == "__main__": 
 func()

• When you run src/main.py, hydra moves this 
file to src/outputs/2021-03-13/16-22-
21/main.pye then runs it.

• The current working directory is 
src/outputs/2021-03-13/16-22-21 when you 
run python main.py
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Hydra
• Another useful feature of Hydra is the possibility of creating log 

files.

• It is also possible to indicate the log level in order to identify and 
understand the type of printing if it refers to debug printing, for 
example...

• By installing a plug-in, it is possible to associate colours to the log 
levels to increase readability.
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Hydra
• For installing the color plug-in types: pip install hydra_colorlog –upgrade

• Override hydra/job_logging and hydra/hydra_logging in your config like this:

– defaults:
• - override hydra/job_logging: colorlog

• - override hydra/hydra_logging: colorlog
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Black
• Good python programmers can be recognised from bad ones 

because they respect the PEP8 formatting style

• If you follow PEP8 you do yourself and your colleagues who have 
to read or work on your code a favour

• Black is a python library that automatically formats code 
contained in script files
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Black
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Black
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Black
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Black
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Flake-8
• We all make mistakes and don't realise we have made them

• Luckily for us, there's Flake-8 to point them out

• Flake-8 will report unused variables, formatting errors and 
violations of the PEP8 standard

• For installing Flake-8 pip3 install flake8
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Flake-8
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Flake-8
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Flake-8
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Flake-8
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Flake-8
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I-sort
• When writing python code, it is good practice to write all imports 

at the beginning of the script file

• It sometimes happens that you write an import anywhere in the 
script file

• This, although python allows it, is best avoided

• I-sort sorts all imports back to the beginning of the script

• Types on command line pip3 install isort

Snap4City (C), June 2022 107



I-sort
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I-sort
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I-sort
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My[py]
• Unlike languages such as Java or C++ which have a static type-

checker, Python has a dynamic type-checker

• Having a dynamic type-checker allows Python to be more flexible 
in evaluating expressions

• However, this flexibility can backfire when analysing code and 
writing functions or methods

• Mypy counters the type of the expression as if it were a static 
type-checker language

• Types on command line pip3 install mypy
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My[py]
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My[py]
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My[py]

114



My[py]
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Interrogate
• I know writing documentation is boring, but someone has to do it

• When a project starts to grow, it happens that one forgets to 
write documentation for certain classes or functions

• Interrogate goes in search of discovered documentation codes

• Types on command line pip3 install interrogate
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Interrogate
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Interrogate
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Interrogate
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DVC
• Have you ever tried using git to version your data or your model?

• It should not surprise you that git has a limit on the size of 
resources to version

• When you want to use versioning datasets and models, you have 
to use the data git Data Version Control DVC

• With DVC you can track structured data such as csv, json but also 
unstructured data such as images or text

• The commands are identical to those in git
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DVC
• The installation of dvc depends on your operating system and I recommend 

you follow the documentation on the DVC website 

1. After doing git init type dvc init

2. The second step is to create the remote repository (let's use google 
drive)Create a folder on the google drive that follows this structure DVC-
>data->repo_name

3. Copy the last part of the link address link_copyType in terminal dvc remote 
add -d storage drive://link_copy

4. Commit to the git git commit .dvc/config -m "configure remote storage

5. Perform push with dvc dvc push

6. Give permission to dvc to access, edit and delete files on the repository
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DVC
• We inform dvc which files or folders to keep track of with:

• dvc add resource which generates a file with the same name but 
which has the extension .dvc resource_name.dvc which is nothing 
more than a file containing metadata

• Afterwards you have to inform git as suggested by dvc:

• Run git commit -m 'add resource data'

122

dvc add <resource_name>

git add data/.gitignore resource_name.dvc



DVC
• To send new data to data repository type

• To pull on your local machine the data type

123

dvc push

dvc pull



WandB
• When developing a Machine Learning project, we do not just 

develop one model but a series of models
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WandB
• All these models arise from different experiments where each 

experiment differs from the other due to a change of hyper-
parameters, new data, a change of architecture, etc....
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WandB
• It doesn't matter at some point these experiments will become too many 

and your boss will ask you for that experiment where that 97% f1-score 
was reached and you have no idea which experiment it corresponds to 
because you stopped tracking the experiments.
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WandB
• Weight and Bias (Wandb) is a tool that allows you to track and 

visualise your experiments

• WandB can run locally by downloading the docker image or as a 
service on a remote server

• It began as a tool for tracking and sharing experiments, but over 
time has evolved and can now be used for data and model 
versioning and optimisation
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WandB
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WandB
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Optuna
• To push a machine learning model to its limits on a dataset, you 

have to look for the best values for the hyper-parameters in your 
model

• Surely you have used grid search and random search at least 
once, so you are not new to parameter tuning and know the 
pitfalls of this practice

• A best way to perfom the search of the hyper-parameters is to 
use Optuna
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Optuna
• Optuna is a state-of-the-art hyperparameter optimization library

• Optuna enables users to adopt state-of-the-art algorithms for 
sampling hyperparameters and pruning unpromising trials. This 
helps to speed up optimization time and performance greatly 
compared to traditional methods such as grid search o random 
search

• Optuna uses the Bayesian optimization theory to search the best 
value for the hyper-parameters
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Optuna
• Bayesian optimization methods search for global optimization by 

iteratively building a probabilistic model of the function mapping 
from hyperparameter values to the objective function

• The probabilistic model captures beliefs about the behavior of the 
function to form a posterior distribution over the objective 
function

• Using Bayesian theory, Optuna almost always manages to do 
better than traditional search methods without the need for 
expensive hardware and in a fairly time.
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Optuna
• Using Bayesian theory, Optuna almost always manages to do 

better than traditional search methods without the need for 
expensive hardware and in a fairly time.

• To install optuna type 

• To start use optuna we need of two things:

– Define a function called objective

– Define a study object
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pip3 install optuna



Optuna
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Optuna
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Optuna

136



Optuna
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Optuna
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Optuna
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Optuna
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Optuna
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Optuna
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Streamlite
• There are several reasons why even if you are an AI researcher or 

machine learning engineer you will need to make a front-end for 
your application

• Streamlit is an open source framework designed to develop 
interfaces for ML projects

• Allows you to create a front-end in Python without being an 
expert

• Allows easy project deployment

143



Streamlit
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Streamlite
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Demo
• Stop talking, now I want to create a simple app with all these 

tools
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End
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End
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Thank you and see you in lab and at the exam!
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