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Fashion Retail Recommendations

Feedback Pilot
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Rstudio
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Plot and files

R Console Code editor

Workspace and 
history



R code

• Installing and loading R 
packages

install.packages("cluster")

From GitHub

install.packages("devtools")

devtools::install_github("kassa
mbara/factoextra")
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• Getting help with functions in 
R

?kmeans

• Importing your data into R
# .csv file: Read comma (",") 
separated values
my_data <-
read.csv(file.choose())
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Clustering
Partitioning

• K-Means Clustering

• K-Medoids

• CLARA - Clustering Large 
Applications

5

Hierarchical

• Agglomerative Clustering
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Smart Retail
• Feedback Project: 

– Flexible Advanced Engagement Exploiting 
User Profiles and Product/Production 
Knowledge

– VAR, PatriziaPepe (Tessilform), DISIT, 
Effective Knowledge, SICE

– Keywords: retail, GDO, …

• Goals and drivers:
– adaptive user engagement, customer 

experience 
– Advanced user profiling, user behaviour 

analysis
– IOT and instrumentation
– Predictive models for engagement
– Integrated in shop customer experience
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• Aiming to solve current State of the Art issues:

– Cold start problems in generating recommendations for 
new users, also addressing seasonality of products and 
items

– GDPR compliance
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Workflow
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Interpret results 
and adjust

Knowledge 
Base

Features engineering 
for customers

Computing 
Suggestions

Suggestion 
Table

Complementary and 
associated Items

Items

Users

Clustering of item 
descriptions

Clustering on user 
profiles

Association Rules

Interpret results 
and adjust
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Clustering of Item Descriptions: Features
Field ID Item Description Example
TYPE Type “1A0145”, “1A0333”,…

CONFIGURATION Configuration “DRESS” ,“JACKET”,…

PATTERN Color “White”, “Red”, “Navy blue”, …                              

MODEL Alphanumeric code model “1A0145”, “1A0333”, …                              

PACKAGING_TYPE Type packaging "Packaging Basic PE", "Packaging Basic-Contin, …

PRODUCTION_CATEGORY Production category "Accessories", "Clothing", "Jeans", ……                               

MERCHANDISE_MCR_TYPE Merchandise type “Basic, Preview”, “Women”, “Main Women”, ……                                 

MERCHANDISE_TYPOLOGY Merchandise typology “Preview Women SS”, “Main Women AI”, “Women PE”, ……                                      

MERCHANDISE_MCR_FAMILY Merchandise family “Coat”, “Bag”, “Dress”, ……                                             

MERCHANDISE_GROUP Merchandise group “Jewelry”, “Dress”, “Shirt”, ……                                            

GENDER Gender “Accessories Women”, “Child”, “Women”, ……                                              

BRAND Brand “VA”, “GM”, “PW”, ……                               

STYLE_GROUP Style “P”, “C”, ……                               

BIRTH_SEASON Season “20201”, “20062”, “20071”, ……                               

PERIODICITY Periodicity “C”, “S”, ……                               

IS_CLOTHING_ITEM Marking if the item belongs to a clothing category 1,0 (yes/no)

5 X NRM_CAT_LVL Code normalized business classification level 1….5 “Shopping”, “Dress”, “Jacket”, ……                                          

NET_SOLD_PRICE Price 1580.00

IN_STOCK Whether an item is available or not 1,0 (yes/no)

132 X Hashtag
tasche, abalze,…

Hashtag website 1,0 (yes/no)
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Method: K-medoids 
Calculate optimal number of clusters: Silhouette 
analysis (The location of the maximum is considered 
as the appropriate number of clusters)

Cluster Derived descriptions of the item clusters # items sales

1 BAG 969

2 DRESS 1171

3 TROUSERS 794

4 KNIT 678

5 T-SHIRT 674

6
ACCESSORIES (HAT - FOULARD - SCARF 

- NECKLACE)

596

7 SHIRT 838

8 COAT 388

9 SHOES 341

10 SKIRT 530

11 JACKET  292

12 BELT  237

13 CHILDREN'S CLOTHING 126

Clustering of Item Descriptions: Results
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Features engineering for customers

Interest 
Cluster1

Interest 
Cluster2

…………
…

Interest 
Cluster1
3

# buyed 
cluster1

# buyed 
cluster2

…………. # buyed 
cluster1
3

Max interest for item in the 
cluster

0: No interest

1: Observed (Totem, Online, etc.)

2: Tried

3: Purchased item

Number purchased item in the 
cluster

❑ Recency is defined as the number of 
days passed since the last visit or 
access in a store or online; 

❑ Frequency represents the frequency 
of purchase in number of days; 

❑ Average spending is the average 
value of single ticket for the customer 
(estimated on the basis of the admin 
track record)



Snap4City (C), November 2023 13

Clustering on user profiling
Name profile feature Description 
RFM_TRN_DaysFrequency Frequency transaction
RFM_TRN_DaysRecency Recency transaction

RFM_TRN_AvgAmount Average spending transaction
RFM_PRS_ONLINE_DaysFrequen
cy

Frequency presence online

RFM_PRS_ONLINE_DaysRecency Recency presence online

RFM_PRS_ONPREM_DaysFreque
ncy

Frequency presence store

RFM_PRS_ONPREM_DaysRecenc
y

Recency presence store

FidelityUsageRange Fidelity card use

CUS_FIDELITY_CARD_LEVEL_CD Fidelity card level
Cluster_k_Interest size[13] Max interest for each cluster
Cluster_k_Purchased size[13] Number of items purchased

Method: K-means 
Calculate optimal number of clusters: Silhouette 
analysis (The location of the maximum is considered 
as the appropriate number of clusters)
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Clustering on user profiling
Cluster Derived Description from Customer cluster analysis # total customer 

1 Customers with average spending amount not defined; the frequency is not defined neither in store neither online; day of the 

last purchase not defined

9195

2 Customers with low average spending amount, mainly online with undefined frequency and last purchase older than two 

years

3158

3 Customers with undefined average spending amount, mainly in store, with undefined frequency and last purchase older than 

two years mainly online

2433

4 Customers with low average spending amount, last purchase older than one year. 2302

5 Customers with low average spending amount in store, with frequency of about 4 months in store; last purchase has been 

made within one year.  often using the fidelity card

2302

6 Customers with low average spending amount, more frequent in store with annual frequency; last purchase older than one 

year.

1657

7 Customer with low average spending amount, more frequent online, but also buying in store with frequency of about 2 

months online and about 6 months in store; last purchase older than one year, use fidelity card

1493

8 Customer with average spending amount not defined, mainly online; last purchase mid term days 1186

9 Customer with very high average spending amount in store 887

10 Customer with medium average spending amount more frequent in store but also buys in store with frequency about 230 

days; last purchase about 262 days, use fidelity card

819

11 Customer with average spending medium amount in store; last purchase one year ago; frequency is not defined 797

12 Customer with average spending amount not defined, mainly online, with frequency of about 270 days; last purchase one 

year

717

13 Customer with medium average spending amount, mainly in store, with not defined frequency and last purchase older than 

one year

391

14 Online customers with annual frequency 9
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Clustering on user profiling
Cluster Derived Description from Customer cluster analysis # total customer 

1 Customers with average spending amount not defined; the frequency is not defined neither in store neither online; day of the 

last purchase not defined

9195

Cluster Derived Description from Customer 

cluster analysis

# total 

custome

r 
1.1 Customers with average spending amount 

undefined;  the frequency is undefined neither in 

store nor online; day of the last purchase 

undefined

5167

1.2 Customers with low average spending amount. 

They mainly buy in the product cluster #12

2411

1.3 Customers with very low average spending 

amount, mainly in the product clusters: #2, #10 

and #12

1330

1.4 Customers with: recency of about 23 days, 

frequency of about 18 days

173

1.5 Customers with average spending amount of 

about 150 Euro; mainly buying in the product 

cluster #1

148

First Level Cluster

Second Level Cluster



Suggestions
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customer similarity for each customer cluster the most 

representative items are suggested;

item similarity: considering the last items purchased by the 

customer according to the information contained into its profile, and 

randomly selecting items in the same item clusters;

item complementary: considering items that may complement the 

last items that have been bought by the customer according to a table 

of complementary items;

item associated: in order to improve a customer's purchase 

frequency, we generated suggestions for customers who purchased an 

item in the last three months;

suggestions for serendipity: randomly selecting items to be 

suggested from the whole present collection, taking also into account 

what is available in the physical shop;

Item selection
1. Item previously not purchased
2. Confidence recommended item. Confidence established with Market Basket Analysis

Item 
Cluster

Complementary Item Clusters
cluster support confidence lift count

1

2 0.26486066 0.6069351 1.106003 12935

7 0.24864345 0.5697729 1.253423 12143

3 0.24465057 0.5606231 1.213722 11948

8 0.24336057 0.5576670 1.277549 11885

4 0.22298667 0.5109797 1.282096 10890

2

3 0.34351004 0.6259701 1.355196 16776

7 0.32391425 0.5902612 1.298495 15819

8 0.31392182 0.5720522 1.310504 15331

4 0.29840080 0.5437687 1.364367 214573

3

2 0.34351004 0.7436830 1.355196 16776

7 0.30397035 0.6580814 1.447690 14845

8 0.29868747 0.6466442 1.481385 14587

4 0.27753548 0.6008511 1.507592 13554

1 0.24465057 0.5296569 1.213722 11948

4

2 0.29840080 0.7487156 1.364367 214573

3 0.27753548 0.6963625 1.507592 13554

7 0.26578209 0.6668722 1.467029 12980

8 0.27260069 0.6839807 1.566918 13313

1 0.22298667 0.5594945 1.282096 10890
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Validation

17

• Where:  store located in Florence 

How

– data collected until December 2019 to test and tune the solution, verifying if the suggestions produced were also 
provided by the Assistant in shops and finally acquired by the customers.

– January - June 2020, through transactions and verifying the shop assistants (which are the reference experts), if 
there was a match between suggestions and items purchased by customers. This analysis showed that on about 
400 customers who bought, about 10000 suggestions were generated. On suggestions generated, the 6.36% items 
were purchased or tested. 

– July 2020 until December 2020, the recommendation system was tuned on operative to stimulate a certain class of 
users, entering in the store, using the totem in the store and by mail for ecommerce. This analysis with the 
stimulated customers showed that from 67 selected customers in the trial, 3050 suggestions have been generated, 
while only about the 20% has been actually sent to the customers (on shops and/or email). On the items suggested, 
the 9.84% of them were actually acquired or tested.
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Discussion

• Using the stimulus of the recommendation system, we have 
increased the customers’ attention of the 3.48%

• The solution is also functional in presence of a low number of 
customers and items

• The solution solved the cold start problems

• GDPR compliant

18Snap4City (C), November 2023



• P. Bellini, L. A. Ipsaro
Palesi, P. Nesi, G. 
Pantaleo, "Multi 
Clustering 
Recommendation System 
for Fashion Retail", 
Multimedia Tools and 
Applications, Springer, 
2022.

• https://link.springer.com
/article/10.1007/s11042-
021-11837-5
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XAI: Explainable artificial 
intelligence

20

TOP

Snap4City (C), November 2023



A
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Training data
Machine 
Learning 
Process

Learned 
Function

AI XAI

Explainable 
Model

Explainable 
Interface

Explainable artificial intelligence (XAI) is a set of 
processes and methods that allows human users to 
comprehend and trust the results and output created 
by machine learning algorithms.

Improve prediction models

Building trust and adoption
Increasing productivity

Ethical
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White Box vs. Black Box Models

A white-box model is explainable 
by design. Therefore, it does not 
require additional capabilities to be 
explainable: 

• Linear regression, 

• Logistic regression, 

• Decision Tree, 

• Naive Bayes, 

• KNNs

• ……………………
22

A black-box model is not 
explainable by itself. Therefore, to 
make a black-box model 
explainable, we have to adopt 
several techniques to extract 
explanations from the inner logic or 
the outputs of the model.
• CNN
• LSTM
• ……………………
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SHAP

SHAP (SHapley Additive exPlanations) is a game theoretic 
approach to explain the output of any machine learning model. It 

connects optimal credit allocation with local explanations using the 
classic Shapley values from game theory and their related 

extensions

https://github.com/slundberg/shap
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Global interpretability

24

•Feature importance: Variables are 
ranked in descending order.
•Impact: The horizontal location shows 
whether the effect of that value is 
associated with a higher or lower 
prediction.
•Original value: Color shows whether 
that variable is high (in red) or low (in 
blue) for that observation.
•Correlation: A high level of “Day3” or 
“PrecipiSIR” content has a high 
and positive impact on the classification. 
The “high” comes from the red color, and 
the “positive” impact is shown on the X-
axis. 

shap.summary_plot(shap_values, 
features_names, plot_type="bar")

shap.summary_plot(shap_val
ues, X_train,features_names)
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Local interpretability

25

The ability to explain each prediction, is a very 
important promise in an explainable AI.
(a) value of VelMaxSIR, MaxTempSIR, Day3 

and Humidity contributed significantly to the 

classification of the observation as a 

landslide event. 

(b) values related to rainfall in the last days, 

LevelSIRIdr and Humidity given a relevant 

contribution to the landslide event prediction. 

(c) the value of features: Day3, MaxTempSIR, 

MaxTemperature, Temperature and 

LevelSIRdr have been determinant for the 

classification of the observation into a no 

landslide event.

shap.force_plot(explainer.expected_value, 
shap_values[7,:],fields)
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Local interpretability – CNN-LSTM

26

Explanation of  prediction generated by model for fault 

Explanation of  prediction generated by model for normality  

Snap4City (C), November 2023



Predictive Maintenance

27

TOP

Snap4City (C), November 2023



Industry 4.0

• Goals and drivers:
– Business intelligence tools on 

maintenance data 

– predictive maintenance approach 
into the whole control and 
management systems Predictive 
models for engagement

– predict plant failures 60 minutes 
before it happens

– Provide indications on the area of 
failure via XAI

28

• ALTAIR SODA-4.0 project

– maximize the efficiency and 
productivity of plants, reducing 
downtime

– in order to improve 
competitiveness in the market

Snap4City (C), November 2023



• Elements:
– Machines: A…C
– Storage: silos…
– Flows:…

• Dependencies
– Cascade effects

• Early warning
– Reduction of costs
– Recovering from failure is more expensive 

than correcting in advance
– Possible advanced replan and reschedule: 

secondary solutions

Complex cause-effect realtionships

29Snap4City (C), November 2023



Workflow

Data acquisition 
Production - Maintenance

30

Business Intelligence for 
Maintenance

Feature selection, 
Feature engineering

CNN-LSTM Training

Validation AI
Model

Explainable/XAI 
(Shap)

integration of workflow management system for 
maintenance with general control systems and 

data flow 

Classification 
Model

CNN-LSTM 
Engine

Decision making 
on more cases

CNN: Convolutionary NN
LSTM: Long Short-Term Memory
(deep learning model)

F/NF

{features (t)}

Structure of the plant KPI
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Solution
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OpenMaint
Data 

Storage

Plant 
Status

Control 
Supervisor

Predictive 
Maintenance

A
P

I IoT App IoT App

IoT App

Business Intelligence 
Maintenance

Real Time 
Production Synoptic

Predictive 
Training

Dashboard for 
Production Control

Elastic 
Search

Business Logic

Business 
Logic 2
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Business Intelligence
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Dashboard for monitoring:

➢ Tool: ElasticSearch – Kibana
➢ Realtime

production

ordinary and 
extraordinary 
maintenance

Snap4City (C), November 2023
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Production:
• 1-minute observation from 2020-04-28 to 2021-01-

04

• 343.183 observations for 147 features/variables

• production, storage, status, several temperatures of 

elements, gear plants, process/safety parameters, 

chemicals compounds produced

Fault:
• List all the details: event datetime, Permission List, 

Plant, Signature, Specialty, Status, Job Type, Air 

Temperature, air humidity and rain

• Ticket and stop classification as "GENERAL PLANT 

STOP", "ORDINARY", "PLANT STOP" and 

"EMERGENCY "

Example of a failure 
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Overview Features
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Feature Plant Description Unit of measure

TempreactoreR4001 -
TempreactoreR4002 -
TempreactorR4003

chlorine paraffins (CPS) reactor temperature indication °C

S904A - S904B - S904C Potable Ferric std Storage level indication %

S4304 chlorine paraffins (CPS) Storage level indication %

standardFerric Chloride Potable Ferric std flow rate measurement and totalization m3

potFerricChloride Potable Ferric Chloride flow rate measurement and totalization m3

S904E - S904D Potable Ferric Chloride Storage level indication %

QuantNaOHperBatchNaClO -
QuantNaOHBatchNaClO_2

NaOH KOH
flow rate measure and totalization lt – m3

ConversionNaOH -
ConversionKOHlinea1

NaOH KOH
electrolysis load adjustment (production) kA

KOH_1_charge - KOH_2_charge NaOH KOH flow rate measure and totalization m3

S487 - S484 - S5104 NaOH KOH Storage level indication %

hypo sodium sodium hypochlorite quantity of material produced m3

S851 - S852 - S854 - S856 - S857 sodium hypochlorite Storage level indication %

S871 HCl Storage level indication %

RedoxFeCl3Pot Ferric Chloride std potential measure redox Ferric Chloride mV
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Features engineering
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43 features for 343183 minutes 

37286 minutes of failure leading to downtime.

For S857, S856, S851, S852, S854, S871, S487, S484, 

S5104, S904E, S904D, S4304, S904C, S904B, S904A 

(level of the storages) 

difference with the previous minute to highlight the total 
daily production of a given substance.

Input: Time series 20 minutes 

Prediction 1 hour in the future

𝑋1, 𝑋2, …… , 𝑋20 (𝑌80)
𝑋2, 𝑋3, …… , 𝑋21 (𝑌81)

…………
𝑋𝑛, 𝑋𝑛+1, …… , 𝑋𝑛+19 (𝑌𝑛+79)

Classification model
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Classification model LSTM
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Predicted Class
Actual Class

Normality Fault

Normality 43485   3229

Fault 3246 1436

Precision % Recall % 𝐅𝟏 score %

weighted avg       0.87      0.87 0.87     

AUC: 0,822

Accuracy 
%

0,874   
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Classification model CNN-LSTM
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Predicted Class
Actual Class

Normality Fault

Normality 45811   903

Fault 3306 1376

Precision % Recall %
𝐅𝟏 score 

%

weighted 
avg       

0.90      0.92      0.90     

AUC: 0,934

Accuracy 
%

0,918   

Snap4City (C), November 2023



Preditive capabilities 

• Deep Learning: LSTM, CNN-
LSTM approached

• Explainable AI: Identification 
of possible causes of fault

39

Precision % Recall % 𝐅𝟏 score %
weighted avg       0.90      0.92      0.90     

Snap4City (C), November 2023



Explainable/XAI - CNN-LSTM (SHAP)

40

Explanation of  prediction generated by model for fault 

Explanation of  prediction generated by model for normality  

Snap4City (C), November 2023



Considerations
• Experimental results shown an average Accuracy of 91.8% and an 

average F1-score of 90%, which are very satisfactory results

• Explanation of the predictions provides suggestions for the 
maintenance teams in terms of areas of intervention.

• Large renovation of the production infrastructure. 

41Snap4City (C), November 2023



• P. Bellini, D. Cenni, L. A. Ipsaro Palesi, P. 
Nesi, G. Pantaleo, " A Deep Learning 
Approach for Short Term Prediction of 
Industrial Plant Working Status," doi: 

10.1109/ACCESS.2022.3158328.

• https://ieeexplore.ieee.org/abstract/d
ocument/9564391

42

7th IEEE International Conference 
on Big Data Service and Machine 
Learning

Snap4City (C), November 2023
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Predicting Land sliding

43

TOP
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PC4City

44

• Goals:

– Predicting Landslide Events 24 h

– Understanding Landslide Events 
with Explainable AI

• PC4City project

– Development of a Civil 
Protection platform through 
Kn4City

Snap4City (C), November 2023



Workflow
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Data ingestion

Publication of results on specific Dashboards, 
Mobile Apps

Data set construction 

Predictive Model training

Validation AI
Model

Explainable/XAI 
(Shap)

Understanding Landslide Events

Model 
execution

Snap4City (C), November 2023



SNAP4City
background

Data Analytics IOT App 
Management

Snap4City Servers and Tools: 
Dashboard manager, Heatmap 

manager, GeoServer, Smart City API.In
ge

st
io

n
   

   
   

P
ro

ce
ss

e
s

Real Time 
data from 
Field: rain, 

weather, etc.

Model training
And validation

Predictions

Dashboards and 
Mobile Apps

Dataset
Construction

Previsional Model

landslide DB

Dataset Construction

Model execution
Shap Assessment

SNAP4City Advanced APIs

Big Data 
Storage 
and KB

Data

Model

predictions

Predicting Land slides

E. Collini, L. A. I. Palesi, P. Nesi, G. Pantaleo, N. Nocentini and A. Rosi, "Predicting and Understanding Landslide Events with 

Explainable AI," in IEEE Access, doi: 10.1109/ACCESS.2022.3158328.
https://ieeexplore.ieee.org/abstract/document/9732490 46Snap4City (C), November 2023

https://ieeexplore.ieee.org/abstract/document/9732490


Grid definition

47

• points distance of 1000 mt in both 
directions, obtaining 3582 areas, covering 
the whole Florence Metro area of 3514 
Km^2, and a little more at the borders

• RED dots are the events of landslide 
registered in 2013-2019
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Features as Predictors: static + dynamic data

48

landslide events gridrain gauges

Feature Description Unit Example
Date Observation date, in the format YYYY-MM-DD Day 2013-01-14
Latitude Latitude of the area, EPSG:4326 format Deg 43.86239
Longitude Longitude of the area in the EPSG:4326 format Deg 11.51586
Altitude Altitude of the area m 467.204
Slope Acclivity of the area % 45.942
Vegetation Vegetation of the area % 0.262
Ground Soil type at the event site (class UCS) 223-Oliveti
Day1 Rainfall on the day before the observation mm 12.453
Day3 Rainfall on the 3 days preceding the observation mm 15.072
Day15 Rainfall on the 15 days preceding the observation mm 16.160
Day30 Rainfall on the 30 days preceding the observation mm 51.515
Temperature Mean Temperature on the observation day (IlMeteo.it) °C 6.965
MinTemperature Minimum temperature on the observation day (IlMeteo.it) °C 2.99
MaxTemperature Maximum temperature on the observation day (IlMeteo.it) °C 9.942
Humidity Humidity (average) on the observation day (IlMeteo.it) % 92.96
WindSpeed Average wind speed on the observation day (IlMeteo.it) Km/h 5.991
VelMedSIR Average wind speed on the observation day (SIR) m/s 0.9
VelMaxSIR Maximum wind speed on the day of observation (SIR) m/s 1.8
LevelSIRFre phreatimetric data on the observation day (SIR) m -4.34
LevelSIRIdr Water (river) level recorded on the observation day (SIR) m 0.8
PrecipSIR Precipitation on the observation  day (SIR) mm 0
MinTempSIR Minimum temperature on the observation day (SIR) °C 0.5
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Comparing Predictive Model/architectures
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Model XGBoost RF CNN Auto
encoder

SIGMA

MAE 0.000173 0.000334 0.000600 0.009218 0.004169

MSE 0.000173 0.000334 0.000259 0.009218 0.004169

RMSE 0.0131 0.0182 0.0160 0.0960 0.064572

Accuracy 0.99 0.99 0.99 0.99 0.99

Sensitivity 0.79 0.36 0.24 0.19 0.06

Specificity 0.99 0.99 0.99 0.99 0.99

TSS 0.78 0.35 0.23 0.18 0.05

PfA 0.01% 0.02% 0.01% 0.11% 0.39%

Precision 0.63 0.35 0.33 0.64 0.003

F1 score 0.70 0.36 0.27 0.29 0.007

MCC 0.70 0.36 0.28 0.35 0.01

OA 2.40 1.72 1.55 1.64 1.02

Kappa 0.70 0.36 0.27 0.29 0.01

AUC 0.89 0.68 0.99 0.92 0.53

Global Explainable AI
- Feature relevance

- Red: positive, blue: negeative; 
- vs intensity and impact
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Local Explainable AI: understanding the single events
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Impact of Features on corresp. SHAP Values vs MaxTemp
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Considerations

• Comparative results showed that the method based on XGBoost
achieved better results in terms of Sensitivity

• A deeper understanding of the predictive model outputs, as well 
as the relevance of features and their interdependency, has been 
provided.
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• E. Collini, L. A. I. Palesi, P. Nesi, G. 

Pantaleo, N. Nocentini and A. Rosi, 

"Predicting and Understanding 

Landslide Events with Explainable 

AI," in IEEE Access, doi: 

10.1109/ACCESS.2022.3158328.

• https://ieeexplore.ieee.org/abstract/d
ocument/9732490 
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Predicting Free Parking Slots
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TOP
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• Integrated gradients

– Integrated gradients are a 
generalization of gradients that take 
into account the accumulation of 
variations along a path. 

55

• Gradients

– Gradients measure the slope or 
variation of a quantity with 
respect to another. In 
mathematics, the gradient of a 
function represents the 
direction and magnitude of its 
maximum change.
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CNN-BI-LSTM model architecture

1-week  data 
observations sampled each hour 

(168 samples / timestamps)

96 timestamps per 
day (24 hours and 
samples every 15 

minutes)
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• Gradient for features for the (a) 
CNN-BI-LSTM and (b) CNN-LSTM 
models. In green, red and white 
the steps that influence positively, 
negatively and marginally the 
predictions, respectively. (Careggi
Car Park).
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• Normalized cumulated gradient 
plot for the CNN-BI-LSTM and 
CNN-LSTM models, from 1 to 168 
samples, Careggi car park. 
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• Integrated Gradient for predictions with respect to 
the features, for Careggi Car Park. In green, red and 
white the steps that influence positively, negatively 
and marginally the predictions, respectively. In blue 
the time trend of the feature. 
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• S. Bilotta, L. A. Ipsaro Palesi and P. 
Nesi, "Predicting Free Parking 
Slots via Deep Learning in Short-
Mid Terms Explaining Temporal 
Impact of Features," in IEEE 
Access, vol. 11, pp. 101678-
101693, 2023, doi: 
10.1109/ACCESS.2023.3314660.

• https://ieeexplore.ieee.org/abstract/d
ocument/10247516
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