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DMS2010 Foreword

Welcome to DMS 2010! This conference proceedings document the presentations for the 16" International
Conference on Distributed Multimedia Systems (DMS2010).

Multimedia has been growing from strength to strength and continues to expend in a huge number and varied subject
areas in the digital world, with ever more exciting and important research and development for both academic and
industrial domains. The DMS conference is an international conference series, which covers a wide spectrum of
paper presentations, technical discussions and demonstrations in the fields of distributed multimedia computing. The
main conference themes have been organized, according to a formula consolidated during past editions, into a
number of thematic tracks offering to the conference attendants and to readers a convenient way to explore this vast
amount of knowledge in an organized way. Two additional workshops which extended the main conference
offerings, and complemented the conference program are: the International Workshop on Distance Education
Technologies (DET 2010), and the International Workshop on Visual Languages and Computing (VLC 2010).

This year, the theme of the Conference is “Globalization and Personalization”, looking at both ends of the continuum
exploring new possibilities and cutting edge state of the arts. Researchers from twenty-six countries submitted papers
this year: Austria, Belgium, Brazil, China, Colombia, Germany, India, Iran, Italy, Japan, Jordan, Malaysia, Oman,
Pakistan, Portugal, Russian Federation, Saudi Arabia, South Africa, Spain, Sweden, Switzerland, Taiwan, Thailand,
United Kingdom, United States and Yugoslavia, offering a truly “distributed” atmosphere and “globalization” nature
to the conference.

The sixty papers included in this proceedings are the results of a highly selective review process to pick the most
creative work to fit into a very limited available time for the conference.

First and foremost, we would like to thank all the authors who have submitted their works to DMS2010. Thanks for
the quality of the submissions and all the innovative results and studies and thank you for choosing DMS as the place
to present it. All of the authors who submitted papers, both accepted and regretfully rejected, are responsible for
upholding the vitality and cutting edge level of the DMS program. We would like to take this opportunity to
acknowledge all the authors!

Thanks to the Program Committee members who have offered enormous blocks of time from their busy schedules to
carefully read and evaluate all the submissions. This program could not exist without their contributions.

As program co-chairs, our work was made much easier by following the procedures developed, refined and passed
along by the Steering Committee Chair Dr S.K. Chang and fantastic supports from the staff of the Knowledge
Systems Institute Graduate School of Computer and Information Sciences, including Dennis Chi, David Huang,
Rachel Lu and Gabriel Smith.

We are pleased to include two invited keynotes in the program. Thanks to our invited keynotes: Prof David Hung-
Chang Du from the University of Minnesota, Minneapolis and Prof Yi Deng from the University of North Carolina at
Charlotte.

We are grateful to many people without whom this Conference would not be possible. Thanks to old and new friends,
collaborators, institutions and organisations who have supported the conference.

Last but not least, thanks to all participants of DMS2010. On behalf of the DMS2010 programme committees, we are
delighted to welcome you to the 16" International Conference on Distributed Multimedia Systems (DMS2010).

DMS 2010 Program co-Chairs:
Paolo Nesi — DSI — University of Florence, Italy. nesi@dsi.unifi.it, www.dsi.unifi.it/~nesi
Kia Ng, ICSRiM — University of Leeds, UK. kia@kcng.org, www.kcng.org
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Keynote I:

Challenges in A New Data Explosion Environment

David Hung-Chang Du, Qwest Chair Professor
Department of Computer Science and Engineering
University of Minnesota, Minneapolis

Abstract

The Internet today has grown to an enormously large scale. Devices large and small are
connected globally from anywhere on the earth. With the rapid advancement of technology,
we now also have cheap, small and smart devices with high computing power, powerful
wireless communication capability and relatively large storage capacity. These devices are
designed to improve our daily life by monitoring our environment, collecting critical data,
and executing special instructions. These devices called sensors have gradually become an
essential part of our Internet. They are embedded into physical systems (Cyber Physical
Systems) and normal daily used objects (Internet of Things) to form a extremely large
networks that we have ever witnessed. As a result, unprecedented amount of data are
collected by these devices and are available via Internet. How to build such a system and
manage and look for the desired information becomes a great challenge. In this talk, we
will examine the challenges in this new computing and communication environment. These
challenges include new data representations and models, data security and privacy issues,
long-term data preservation methods, new data storage systems and even a new Internet
architecture.

About David Hung-Chang Du

David Hung-Chang Du . received the B.S. degree in mathematics from National Tsing-Hua
University, Taiwan, R.O.C. in 1974, and the M.S. and Ph.D. degrees in computer science
from the University of Washington, Seattle, in 1980 and 1981, respectively. He is currently
the Qwest Chair Professor at the Computer Science and Engineering Department, University
of Minnesota, Minneapolis. He has served at US National Science Foundation as a Program
Director from 2006-2008. His research interests include cyber security, sensor networks,
multimedia computing, storage systems, high-speed networking, high-performance
computing over clusters of workstations, database design and CAD for VLSI circuits. He
has authored and co-authored more than 200 technical papers including more than 100
journal papers in these areas. Dr. Du is an IEEE Fellow and a Fellow of Minnesota
Supercomputer Institute. He is currently served on a number of journal editorial boards. He
has also served as Conference Chair and Program Committee Chair to several conferences
in multimedia, database and networking areas. Most recently, he is the General Chair for
IEEE Security and Privacy Symposium (Oakland, California) 2009 and Program Committee
Co-Chair for International Conference on Parallel Processing 2009, and General Chair of
ICDCS 2011.

XXi



Keynote II:

From Computing to Informatics

Yi Deng, Dean & Professor
College of Computing and Informatics
University of North Carolina at Charlotte

Abstract

In the 21st Century economy, every industry has become an .information industry, where
computing, information and communication are not only essential utility, but more
importantly, the core driver for competitiveness and innovation. The field of computing has
evolved and expanded from its focus on computation to data, information and knowledge.
The ubiquitous and deep penetration of information and technology, and exponential
growth of scale and complexity of data give arises to a new discipline and industry of
informatics - the integration, rather than application, of information and technology with
specific disciplines and industries. This phenomenon will have transformational effect on
research and education and on the future of our institutions. I will discuss the trends and
their implications to our students, faculty, programs and organizations, and how our college
plan to deal with these changes.

About Yi Deng

Yi Deng is the Dean and Professor of the College of Computing and Informatics at the
University of North Carolina at Charlotte, a position he has held since July 2009. Prior to
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Abstract lishes a data exchange system which can be used by differ-
ent sources for data recording, data extraction, data sharing,

Our concept, namely Temporal Web Mining (TWM) [5, or data analysis. More specificall , our global data source
6, 8, 9], is an extension of temporal data mining and Web sends the requested information to one or more sites. Multi-
mining. TWM intends to interpret data in real time. It pro- ple different sites may make concurrent requests of the same
vides an architecture that aims at building a logical struc- data. The aim of our global data source is to multicast; i.e.,
tured information source, namely a common reference datato deliver the same requested data to the sites in question at
warehouse or a global data source, which for instance, more or less the same time, instead of having to send this
records, combines, or shares data between multiple differ-data to just one of these sites at a given time. Moreover,
ent sources. Moreover, to enhance data prediction, TWM to support the real-time issue, the minimization of delay in
intends to support or improve real-time data recording, data data transfer without losing the reliability of our global data
extraction, data sharing or data analysis by minimizing the area is needed. To achieve these goals, we propose the ar-
delay in data transfer and without losing the reliability of chitecture of a multicast network for our global data source,
our global data source. To achieve these goals, we proposewhich is responsible for handling data requests of multiple
the architecture of a multicast network for the TWM global sites and where the delay in data transfer is minimized. In
data source. In this paper, we define TWM before presentingthis paper, section 2 provides related work. In section 3, we
its architecture [5,6,8,9]. Then, we propose and study our defin TWM before presenting its architecture [5, 6, 8, 9].
multicast network model for the TWM global data source. In section 4, we propose and study our multicast network

1. Introduction

Temporal Web Mining (TWM) concerns the Web mining
of data with temporal information, and deals with real-time
data [5,6,8,9]. TWM aims at studying, analyzing, and pre-
dicting significan knowledge from historical data, current
data, as well as real-time data extracted from any type of
data store, data source, or information repository. By com-
bining data from different sources, TWM aims at predict-
ing consequences of actions and at associating a cause with
a consequence, whenever possible, in order to give poten-
tially useful information about future events. Hence, TWM
can play a key role in the advance of different areas, such as
volcanism and aviation, environmental sciences, medicine,
engineering, finance and marketing. Temporal Web Min-
ing provides an architecture, which describes how data with
temporal information is gathered and combined (if needed),
from different sources, in real time over the Web. By build-
ing a logical structured information source, namely a com-
mon reference data warechouse or a global data source, the
TWM architecture can enhance the communication, coordi-
nation and integration of different societies, communities,
and institutions. Our global data source for TWM estab-

model for the TWM global source data. Section 5 concludes
this paper, and points out future work.

2. Related work

Temporal Web Mining [5,6,8,9] aims at combining tem-
poral data mining and Web mining in order to deal with real-
time data. By having our common reference data warehouse
(also known as global data source), a data exchange system
between different communities can be created in order to
record, exchange, use, process, and analyze data, assembled
from different sources. Since multiple different sites may
make concurrent requests of the same data, our global data
source needs to multicast the requested data. Multicasting
means that a piece of data (i.e. a packet) is sent to multiple
sites at more or less the same time, instead of having to send
that packet once for every site [4]. Multicasting has many
advantages described next. It conserves bandwidth by forc-
ing the network to do replication only when necessary [1].
Multicasting reduces the network load by sending a single
packet from the source to an arbitrary number of receivers
by replicating the packet within the network at points along
a multicast delivery tree rooted at the packet’s source [2].
Moreover, sources send packets to a multicast group, which
contains the subscribed receivers [4].



TWM intends to improve data recording, data extraction,
data sharing and data analysis, by optimizing the network
performance. In TWM, the real-time issue comes into play.
Consequently, a reliable global data source, as well as a re-
liable stream delivery, are needed. A real-time traffi re-
quires minimal delays. However, multicast datagrams can
be delayed. For this reason, we propose our multicast net-
work model, where the presence of delays is considered.
In this multicast network, routers are involved, in order to
move packets from one network to another. By giving addi-
tional functionalities (such as backup and error correction)
to these routers (or intermediate sites) and by findin the
optimal number of intermediate sites, we enhance the per-
formance of our multicast network, and hence, the perfor-
mance of our TWM global data source.

3. Temporal Web Mining (TWM)

Definition of Temporal Web Mining  Temporal data dis-
covered by the application of temporal data mining tech-
niques is used in the Web mining process in order to retrieve
useful data with temporal information in real time over the
Web. The derived useful data with temporal information
discovered by the application of Web mining techniques
is used again in the temporal data mining process [5, 6].

One of the application scenario of TWM is in volcan-
ism and aviation [9]. In Figure 1, whenever a volcanic ac-
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Figure 1. An application scenario for TWM in

volcanism and aviation.
tivity occurs, volcano data and aviation data are analyzed
instantly, if required combined with other data (such as
wind speed data, wind direction data) from different sources
(such as a station where a wind sensor is located). The de-
rived temporal data is forwarded, in real time over the In-
ternet, from Station 4 to Stationg. In Stationg, in order
to extract new relevant information, it is combined, if nec-
essary, with new data (such as historical volcanic ash data,
historical incidents of aircrafts entering ash clouds) from
Stationp or from other different source&uch as meteo-
rological station, air traffi control center). Then, it is ana-
lyzed in order to discover new temporal data that can reveal
key information about volcanic activities and volcanic ash
dispersal. The new derived temporal data is sent back to the
original source; i.e. to Station 4. Analyzing this data con-
nect different stations and provide a possibility to reduce

volcanic ash hazards and aircraft damages.

Description of the TWM architecture In Figure 2, the
architecture of Temporal Web Mining [5,6] consists of three
main components: original source component, destination
source component and global data source component. Tem-
poral datarepresents the data derived from the application
of temporal data mining techniques. New temporal datas
the data obtained from the application of Web mining tech-
niques. In the original source componenmultiple differ-
ent sourcesnteract, in real time, with each other in order
to discover, retrieve, combine, and analyze data. One or
more of these multiple different sourceseceive real-time
data. The obtained temporal data is collected in order to
be selected and explored. Applying temporal data min-
ing techniques, this temporal data is analyzed. From the
temporal datadatabase, it is sent to the global data source
component, where it is saved. Furthermore, in order to re-
veal more important information, this temporal data may
be combined with other data retrieved from the global data
source component. It can also be added to other data re-
ceived from the destination source component. In this case,
it is sent over the Internet to the destination source compo-
nent. The destination source compongpbovides an envi-
ronment for decision support using mining techniques. The
new temporal datdatabase receives the analyzed temporal
data from the original source component in real time and
over the Web (cf. Figure 2). It is examined and, if needed,
combined with auxiliary data acquired from other multi-
ple different sourcesr from the global data source com-
ponent. Then, it is analyzed in order to extract derived tem-
poral data. The new temporal data is sent back, in real time
over the Internet, from the new temporal datalatabase to
one or more sources of the original source component. It is
also saved in the global data source component. The global
data source componenbnsists of the global data source

Original Source Component

in real time, ]

Destination Source Component

New Temporal Data

Other Multiple Different Sou

Global Data Source Backup

Global Data Source Component

Figure 2. The TWM architecture.



database(also called common reference data warehouse)
and the global data source backugatabase. The global
data source databagseceives data from the original source
component and the destination source component. It man-
ages the history of the data or real-time data collected from
these different sources. It also stores the analysis of the
data derived from the application of temporal data mining
and Web mining techniques in addition to the data received
from different sources. It backups this data in the global
data source backugatabase. Whenever needed, the global
data source componefibrwards the requested data to the

original source component to the destination source com-

ponent. Copies of the same data are sometimes requested
similtaneously from different sites. Instead of sending that
data to just one site at a given time, it can be sent to more
than one site at more or less the same time by using our
multicast network [7] (cf. Figure 3). Our multicast network
is studied in section 4.

4. Our TWM global data source

Since our TWM global data source deals with data
changing rapidly over time, the delay in data transfer should
be minimized. This can be done by using our multicast net-
work, which is a real-time multicast network, and its use is
not only limited to TWM global data source. Without for-
getting the importance of reliability in the multicast network
and our global data source, our goal is to optimize the per-
formance of our multicast network by minimizing the delay
and by findin the optimal number of intermediate sites (in-
termediate routers). In this section, we study our multicast
network and its architecture. The results of the related sim-
ulation are also discussed.

Assumptions considered in our multicast network model
Figure 3 represents our multicast network model. Our sim-
ulation model involve 100 sites spread in the multicast net-
work. The presence of packet loss is taken into account and
hence, retransmission of lost packets are simulated and ana-
lyzed. Packets are generated at the source as a Poisson pro-
cess with arrival rate A. The arrival rate A\ varies between
0.1 and 0.9. The service rate at the firs (respectively the
second) stage of the network is u (respectively o). p and o
are taken larger (or equal) to 1 so that the system response
time does not diverge. In fact, A must be smaller than © and
o. The service rate at the intermediate sites (or routers) is
taken equal to . -y is also larger or equal to 1. pu, v, and o
are all considered to have an exponential distribution. In the
multicast network model, the routers are active. They have
backup functions and they retransmit any packet which is
lost in the second stage of the network.

Architecture of our multicast network In Figure 3, the
architecture of our multicast network is presented. It con-
sists of a source node connected to a number of networks.
Each of these networks is connected to an intermediate site

Destination Site

Intermediate Site 1

Source
of the data

100 Servers

=

Intermediate Site K

Total Average Delay

Figure 3. Multicast network.

(i.e. arouter). Each router is connected to several networks,
which lead to a number of destination sites. The total num-
ber of destinations is still equal to 100. Here, our major ob-
jective is to fin the optimal number of intermediate sites so
that the overall performance of the network is optimized. In
Figure 2, the global data source component, or more specif-
ically, the global data sourcelepicts the source node. The
destination sites are those that requested concurrently the
same data. In our case, the destination sites are the original
source componenhd the destination source component

Analysis of our multicast network We need to multicast
packets to 100 destination sites. Packets are forwarded from
the root (i.e. source of the data) along a distribution tree to
each receiver in the multicast group. Each of the originated
packets is sent from the source of the data to Netw where
only a service rate p is considered. Then, from each of the
Netw, it is sent to a router (i.e. intermediate site) where
a service rate «y is considered, and backup of a packet and
error-correction are considered. Whenever a packet is cor-
rupted, lost or duplicated, a NAK (Negative Acknowledg-
ment) message is sent back to the source of data with the
packet sequence number to be retransmitted. Each of the
intermediate sites (or multicast routers) forwards the data-
gram to other sites where a service rate o is considered, and
error-correction is supported. Whenever a delivery error oc-
curs, a NAK message is sent back to the related intermediate
site asking it to retransmit the corresponding packet. The in-
termediate site will again retransmit the requested packet to
the destination site.

Multicast network simulation results Let K and L be
the number of routers (i.e. intermediate sites), and the num-
ber of destination sites, respectively. Note that Ly + Lo +
Ls+ + Ly = L = 100.

We aim to prove that for a certain value of K and L,
when backup and error recovery are used at routers (or in-
termediate sites), the network performance will enhance.
In [3], it was proven that for general multi-link networks,
the optimum value of K as a function of L (assuming all
other parameters in the system are constant) is given by
K ~ LY", where r > 1. All we need to do is to show
that the above result still hold for our multicast networks.
In our simulations, we considered L. = 100 nodes.
Intermediate site optimal number To fin the optimal
number of intermediate sites of our multicast network, we
fi the values of A\, u, v and o. As state previously, the
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Figure 4. Total average delay variation as a
function of intermediate sites.

number of intermediate sites K varies as we change r:
number_of Zintermediate_sites =
round|(total _sites_number)'/", where r > 1

K = round(L)Y/", where r > 1

We assume that A is equal to 0.9. The firs network service
rate p is equal to 1, while « and ¢ are both equal to 2. The
graph of Figure 4 shows the variation of the delay as a func-
tion of the number of intermediate sites K. From the graph
of Figure 4, we deduce that the optimal number of interme-
diate sites is equal to 8, because the total average delay of
the network at that point represents the minimal value of the
curve. In fact, the network delay drops. So with 100 mul-
ticast users, we should have 8 intermediate sites. The firs
7 intermediate sites are connected each to 12 end-users (i.e.
the cluster size is 12 users) and the 8th intermediate site is
connected to 16 end-users. A decrease in the number of K
decreases the load on the fir t stage, while it increases the
load on the second stage. In fact, if the number K is very
small, the K routers will have to bear a large load resulting
from the handling of error correction and backup. This will
lead to a larger overall delay since the routers will be like
a bottleneck. While an increase in the value of K will de-
crease the load on the intermediate sites since the workload
will be divided among all the routers. This will result in a
decrease in the overall delay. Consequently, the use of the
intermediate site optimal number in our multicast network
enhances the performance of the network. By enhancing
the performance of the multicast network, we improve the
performance of our TWM global data source. More clearly,
whenever data is needed to be multicasted to different des-
tinations, data is forwarded from the source of the data (i.e.
global data source) along a distribution tree to each receiver
(i.e. destination site). The destination sites; i.e., the origi-
nal source component or the destination source component,
do not communicate directly with the global data source.
They communicate with their corresponding intermediate
site, which supports backup and error correction. Then, if
an intermediate site (respectively a destination site) receives
a corrupted piece of data or does not receive the requested
piece of data, a message is sent back to the source of data

(respectively the intermediate site), requesting it to retrans-
mit the needed data. Consequently, the workload is dis-
tributed among the global data source and the intermediate
sites. The workload on the global data source is minimized,
which helps to reduce its response time. This resulted in
minimizing the delay in data transfer, as well as data loss
and data errors. Moreover, in our multicast network, the
intermediate sites divides the total number of sites to clus-
ters. Every intermediate site is responsible for one cluster
of nodes. We showed that by taking the number of interme-
diate sites equal to its optimal value, we enhance the perfor-
mance of the network and of the TWM global data source,
by minimizing its total average delay, and keeping its relia-
bility.

5. Conclusion and future work

TWM intends to support the real-time issue and to en-
hance, for instance data analysis of our global data source,
by improving the network performance. We presented the
TWM architecture and showed that by using our multicast
network, the delay in data transfer and the network load are
minimized. This resulted in better performance of our mul-
ticast network and our TWM global data source. Moreover,
by findin the optimal number of intermediate sites, we
found that the network performance and the performance
of our global data source are optimized. A future work is
to improve the time of data extraction by reducing the cost
of a query execution, and by minimizing the cost of findin
the appropriate path which retrieves the required data.
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Abstract

Best practice networks are thematic social networks
focused on sharing common area works and goals. The
analysis of user behavior on social network is
fundamental to tune services and stimulate the network
growth. This is even more relevant for best practice
collaborative  networks — where  details  about
collaboration may lead to understand the effective
activities and role of people in the several groups. In
this paper, a set of metrics for analyzing user behavior
related to download on a best practice network is
presented. The metrics are currently active, as
administrative tools for the Mobile Medicine best
practice network.

1. Introduction

Many widespread Social Networks (SN) are mainly
focused on contents (e.g., YouTube, Flickr, LastFm)
[1], whereas others are more focused on: establishing
relationships among users (Facebook, MySpace, Orkut,
Friendster) [2]. SN analysis is typically focused on
analyzing relationships among users, users and groups,
in order to identify which are the most central users
and groups, and, on the other hand, which are those
that are frozen out, namely being those running the risk
of losing interest in the network activities due to a
serious lack of involvement.

On the other hand, Best Practice Networks, BPN,
are thematic social networks where smaller groups of
users share content, contacts and information for a
common goal. Some of them are set up by thematic
communities, associations and large companies to
capitalize skill and knowledge, by facilitating
communications and interactions among personnel and
the growth of internal content repository and
knowledge. As to BPN, to keep trace and analyze user
activities is becoming more and more fundamental for
tuning services and predicting needs, such as market
trends, reactions of users, the product’s acceptance,
educational needs and problems, etc.

The main differences of Best practice Networks,
BPN, with respect to classical massively widespread
SNs may be summarized in what follows, where some
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of the main peculiar features of the BPNs have been

highlighted. Therefore:

e BPNs present a larger percentage of active
contributors, for both content and comments with
respect to SN, the size of the internal communities
are smaller. Users of BPN are typically more
motivated to participate since BPN are strongly
thematic and connected to the user’s work. In SN,
the effective/active contributors are typically much
less than 10%, all the others are merely observers;

e BPNs are typically without advertising, since the
business model is designed to provide a service, in
order to understand user needs and it is not meant
to make earnings with product advertising on a
larger number of users.

e BPNs have to cope with a large variety of content
types and not only with videos and images like it
occurs on large SNs. Most SNs can manage only
simple audiovisual content (e.g., images or videos,
which are the simplest content type to be
generated by users, for example via digital camera
and/or phones). Many BPNs have to be able to
cope with complex interactive content for
education, edutainment, and/or entertainment
experiences. This means having more complex
semantic descriptors for those content items. At
present, there are many multimedia and cross
content formats.

e BPNs have to cope with a large variety of
semantic computing activities/algorithms: for
content adaptation and processing (also due to the
complexity of content) of user contributions: user
generated content, indexing of user contributions/
comments, etc. In BPN, the number of users and
items is smaller, so that the complexity of
semantic processing in terms of triples and
ontology complexity may be larger, though still
economically viable;

e BPNs can typically cover more platforms for
providing services and content distribution; for
example: PC, windows mobile PDAs, iPhone, etc.;

e BPNs have more complex content and services,
therefore users/content profiles/descriptors have to



consider static as well as dynamic aspects [3]. In
BPN, like in SN, dynamic aspects are much more
relevant since they may be continuously updated.

This paper focuses on the experience in defining,
realizing and analyzing a set of metrics for BPN where
a large number of content types, devices and content
models is presented (please note that this paper is only
marginally on user behavior analysis and semantic
computing; a complementary paper can be recovered
from [3]). The experience refers to two BPNs based on
cross media content semantic model: the XMF (cross
media finder) (http://xmf.axmedis.org) (educational)
and the Mobile Medicine (http://mobmed.axmedis.org)
(medical and mobile). The proposed solutions have
been developed by using AXMEDIS content and
media content processing language [4].

2. Best Practice Network Architecture

The BPN model exploiting the cross media
multichannel distribution has been created to provide
support in distributing cross media content towards
different kinds of device: PC, PDA and Mobiles
(smarphones, iPhone, iPod, iPad).

The simplified architecture of the BPN considered
solution is depicted in Figure 1, where main modules
are reported: user management (registration and
profiling), mobile support (mobile content distribution
and monitoring), user generated content support (in
connection with back office tools for content ingestion,
processing and adaptation), collaborative support
among users (chat, grouping, messaging, notifications,
.), indexing and querying (multilingual indexing,
fuzzy support, semantic indexing, ..), recommendation
support for content and users [3].
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Figure 1 — Simplified BPN Architecture
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All the capabilities are deployed and shown to the BPN
users via different front-ends, specialized for device
category: PC (Windows, Mac OS X, Linux, Unix,
etc.), Smartphone, iPhone with a dedicated Application
(see Mobile Medicine iPhone App,
http://itunes.apple.com/en/app/mobile-

medicine/id359865882), Windows Mobile PDA with a

dedicated application called AxObjectFinder (see
http://mobmed.axmedis.org/drupal/?q=en-US/help).
The provided front-ends share the same database and
user registration mechanism, and they may provide
different services via different sets of languages.
Moreover, different devices can support different
modalities to access certain content: video may be
accessed in download, progressive download (also
called HTTP streaming), or even via P2P (only on
XMF). These capabilities are only available for some
devices and solutions. This is the typical complexity of
a multichannel, multi-device, content management and
distribution system for a BPN.

In BPN content types may range from single files:
audio, video, images, documents and animations,
simple slides, animations; to cross media such as:
interactive guidelines/procedures,  calculators and
tools, questionnaires and data collection, leaning
objects. The cross media content and file formats may
be of several kinds ranging over: MPEG21, SCORM,
ePub, XMF, HTML, SMIL, NewsML, SportML,
METS, etc. In this context, cross media means objects
produced in AXMEDIS MPEG-21 files formats [5].

3. User Behavior Metrics on BPN

BPNs organize and classify content, so that users can
easily access, retrieve and share. Leveraging Mobile
Medicine BPN features; an engine to monitor data has
been realized in order to reason upon content
descriptors, user profiles, ads profiles, user generated
content descriptors, device capabilities descriptors, etc.
In order to provide the administrator with an effective
tool able to identify the general trends of the BPN
including downloads and user behavior, a set of
metrics has been defined. Therefore, the identified set
of metrics has been implemented. What follows is a
selection of these metrics and the analysis of results
about their application on Mobile Medicine BPN. The
selected metrics are those that can highlight better the
differences between the SNs and the BPNs.

Usage of Devices and Platform

As mentioned, a BPN like Mobile Medicine, offers a
range of content formats that may be accessible by
different types of devices and platforms. Figure 2
shows the distribution of device/platforms most
preferred by users to access content (for both download
and direct play). Most downloads are performed via
PC-windows; however, also other operative systems
(Linux, Mac Os X) and devices are used (PDA,
iPhone, etc.). Therefore, the 12% of users did get
access to content by using mobile devices (iPhone,
AxObjectFinder), the 86% by using desktop.



PC-Others
3%

PC-windows+ie

PC-windows+chrome
3%

C-windows+firefox
16%

Figure 2: Distribution of content access per
device/platform

Proposed and Preferred Content Formats

Given the great diversity of content the platform offers,
it was necessary to identify which kinds of format are
more appreciated by the BPN users with respect to
those provided within BPN. In Figure 2, the
distribution of accessed content format is presented.
The distribution highlights that cross media content is
the most accessed format, followed by video and
HTML content pages (still in this content, interactive
elements similarly cross media). On mobiles the most
selected content formats are cross media with the 82%
and video with 9%.

Figure 3: Distribution of accessed content formats

Figure 4 highlights the strong correlation between the
content offered population in terms of formats and the
actual distribution of content formats as depicted in
Figure 2. This graph could estimate what object types
are deprecated by users or what classes are more useful
for them.
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Figure 4: Proposed vs accessed content formats

Content Access Modality of Users

The content accessed via PC and mobiles may be
downloaded or played via the HTTP connection in
progressive download. This last modality is possible on
PC and iPhone, while presently it is not viable on
Windows Mobile PDA devices endowed with
AxObjectFinder tool. Only 1% of content was accessed
via AxObjectFinder, while 90% is accessed via online
progressive download and only the 10% via download
(including the accesses via AxObjectFinder). From this
analysis, it is self-evident that users prefer to access the
content online rather than to have it on their devices.
On iPhone, it is possible to have online execution of
content or download and successive offline play via the
Mobile Medicine App. In this case, iPhone users of
Mobile Medicine prefer accessing the videos (38%),
HTML (26%) and PDF (21%) while only a small part
of them prefer other cross media (please note that
dosages and medical calculators are classified as
HTML). PDA users prefer accessing the cross media
for the 94%. For PDA, cross media include the typical
medical tools for dosages, guidelines, checklists,
procedures, etc. What was impressive is the adoption
of iPhone for on-line video play. It seems to be the
most preferred platform for video play.

4.2 Content Stability and User Fidelity
Another important factor is the assessment of content
stability and user fidelity.

Object Stability: In SN, the distribution of content
accesses is typically strongly exponential, with only a
small percentage of content highly demanded. In BPN
the distribution is still exponential but less explosive
and more stable. On such grounds, an interesting
metric would allow understanding which is the level of
interest for a given content item within the BPN
community, and thus which is the content permanence
in the user’s interests. To this end, Ss has been defined
to measure the so called Object Stability (see Figure
6a). It measures how many times a content object has
been downloaded in a period of time. We have chosen
a histogram as the most representative graph type:

X -assis=[0;,0,,...,0,]
{y - assis=[sum_o,,sum_o,,...,sum_o, |
Where: o; are the object (ids) downloaded and sum_o;
is the number of downloads for each object.
Moreover, it can be also interesting to normalize the
distribution, with respect to the duration of the period
of interest from first to last download in the period as
reported in Figure 6b: date of first (df) and last (d;)
download, stability (sum o,), mean number of



downloads per day (mean_o,, see Figure 6b) in the

period. Where: sum_o;

The comparison of Figure 6a and 6b gives the evidence
of the presence of more explosive content, content used
more frequently in less number of days (see Obj-14),
while others are more stable such as Obj-1. As to the
BPN, it is very important to identify both kinds of
object, since the most stable one has to provide a
higher quality.

Object Stability

(b)

Figure 6: Object Stability (a) and mean number of
download per day in the stability period (b).

User Fidelity (Se)

The aim of User Fidelity measure is to assess in a
simple shot which are the most active users in the
BPN. Even in this case, a more accurate measure
would lead to go into the distribution of their action
over a time period such as that reported in Figure 7,
where the distribution in the last 10 months is
presented for a sample of users with different
behaviors (some are returning users, other are sporadic,
etc.). We have also analyzed the user behavior in terms
of number of active days in the period, the so called
user fidelity. This simple metric is strongly correlated
to the number of content: preferred and uploaded (with

a correlation value greater than 75%).
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Figure 7: User download distribution in the period.

In order to assess the user behavior, it can be useful to
see which is the user activity in the sections. In Mobile
Medicine, the 63% of users access the portal to
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get/play a single content even if they return back later
and in the next days as depicted in Figure 7. Only the
14.3% of them stay for two content items, etc.

5 Conclusions

In this paper, a set of direct metrics for the assessment
of best practice networks, BPN, has been presented.
The analysis of user behavior in BPN is fundamental to
tune services and stimulate the network growth. In this
paper, a set of metrics related to downloads, kinds of
content, different behaviors on PC and mobile, and
other aspects implied in BPN has been presented and
analyzed with respect to their usage in classical SN.
The presented metrics and work have been applied and
are currently active to help the growth of Mobile
Medicine BPN http://mobmed.axmedis.org. According
to a first validation of the proposal, administrative
users did find the direct estimation useful. The main
discovered issues are related to the different behaviors
of users on PC and mobiles, the user preferences with
respect to the kind of content, and the identification of
the most active users. The proposed metrics can be
used as a complementary to the classical SN analysis
tools which are more focused on understanding the
user relationships.
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Abstract

This article presents software architecture for a web-based
system to aid project managing, conceptually founded on
guidelines of the Project Management Body of Knowledge
(PMBoK) and on ISO/IEC 9126, as well as on the result of an
empiric study done in Brazil. Based on these guidelines, this study
Jfocused on two different points of view about project management:
the view of those who develop software systems to aid
management and the view of those who use these systems. The
designed sofiware architecture is capable of guiding an
incremental development of a quality system that will satisfy
today’s marketing necessities, principally those of small and
medium size enterprises.

1. Introduction

In the last decade, technological advances, market
integrations, globalization and tough competition have
driven companies to adopt managing strategies that make it
possible to increase efficiency and effectiveness of
productive processes. Therefore, it became crucial to
increase internal communication capacity, to plan activities,
to estimate and monitor time and costs, as well as to
guarantee task quality [1]. Project management today is a
discipline that defines in detail the software and techniques
that meet managing requirements, and is becoming
increasingly debated in academic and various productive
mediums as it enables improving production, reduction of
wasted time and money, better decisions, among others that
benefit projects [2, 3]. Although there are various
definitions for project, this concept can be understood,
generally, as a unique process, consisting of a group of
coordinated and controlled activities having dates for
starting and finishing, to create a product, service or
exclusive result, which will satisfy customers [4, 5].

To speed up the project managing process, different
computational systems were developed to supply relevant
information to managers in a fast, safe and consistent
manner. Nevertheless, such systems as are available on the
market have a restricted scope of the indispensable
managing aspects contemplated by Project Management
Body of Knowledge (PMBoK) [5], one of the most reputed
guides to project managing. In this context, this work
presents software architecture for a supporting web-based
system of project managing activities capable of directing
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the development of a quality product which will
contemplate the directives given in the PMBoK [5], the
quality characteristics described in the ISO/IEC 9126 [6], as
well as certain marketing needs.

2. Software architecture

As time goes by, more evident is the importance of
using software systems, in the most varied areas, of an ever
increasing size and complexity. The massive use of this
technology, as well as the resulting need to obtain efficient,
dependable and durable software systems, requires the
previous preparation of a target software architecture which
will make possible a description of the elements that make
up a system, the interactions between those elements and
the principles that lead to its evolution [7, 8, 9, 10].

Ref. [11] presents three advantages of designing a
software architecture: (a) easier communications between
those interested in the project, since a representation of the
system makes it easier to be understood; (b) the necessity
for a system analyses, since a definition of an architecture
requires the study and reflection about the objectives to be
reached, which require well planned solutions; and (c) large
scale reutilizing, since a defined and documented
architecture can be useful in projects which are different,
though similar in their desired requirements, thus avoiding
reworking.

Moreover, Ref. [12] points out that with a well planned
architecture, maintenance is made easier and, consequently,
the life cycle of the system may increase considerably.

Software architecture is a relatively new sub-area of
software engineering, even though innumerable works have
already been published about this subject. Generally, these
works could be grouped into three principal categories:

1. Improvements of techniques and methods involved in the
project, analyses and validation of the software
architectures [13, 14, 15, 16], contributing to the evolution
of this sub-area;

2. Disseminating existing concepts, techniques and methods
about software architecture, involving didactic works, such
as books [17, 18, 11] and scientific articles [19],
contributing towards software architecture comprehension
and development;

3. Usage of existing knowledge about software architecture



to propose architectures for systems that are being
developed, contributing towards a better quality product [20,
21,22].

This work is in line with the third category as it
prioritizes the use of predefined concepts to construct
quality architecture, as well as the fact that it directs the
development of a system designed to improve the
efficiency of managing activities.

3. Methods

The methodological process was divides into two stages:
Funtional requirements elicitation - In this stage was
considered two different points of view about project
managing activities: the point of view of the software
system users and the developers.

Users’ point of view: It was obtained based on a pilot
survey, done electronically, which contained a convenience
sample from the professionals involved in project managing
activities from various segments in the Sdo Paulo State,
Brazil. The answerers filled in an online questionnaire
developed specifically to assess 32 points elaborated
considering the nine areas discussed in the PMBoK guide
[5]. Importance and the applicability to implement each
item in their daily activities were evaluated, using a 5 point
Likert scale, with 1 being “Of very little importance” or
“Not applicable” and 5 “Very important” or “Very
applicable”. As a complement, data was collected about the
software used by the answerer and their opinion about its
main deficiencies. A total of 39 answers were received
during the data collecting period which ran from January to
March, 2009. Most of them involved small and medium
sized enterprises.

Developers’ point of view: It involved a review of certain
software systems available on the market, resumed in
fifteen criteria using PMBoK [5] as reference and other six
criteria software quality from ISO/IEC 9126 [6]. In all,
nine computational systems were analyzed (four desktop
and five web-based systems), which included software
mentioned by the project managers that took part of the
survey plus some by the authors.

From the analyses of the two points of view, a set of

functional requirements was obtained.
Software architecture design — The purpose of this stage
was to meet principal marketing necessities and supply a
more effective support to project managing, substantiated
on the answers to functional requirements.

The architectural project was done in a systematic
manner and also considered aspects that contribute for the
inclusion of characteristics that promote portability,
maintainability and incremental development of the
software system to be developed.

4. Requirements Analysis and Design

The functional requirements and the software
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architecture for web-based project management system are
detailed below.

A. Functional requirements

Analyses of users’ point of view became possible to
prioritize the importance of managing aspects addressed in
the PMBoK [5] guide, according to the opinion of the
survey participants. Moreover, the survey helped to identify
systems available at the market according to the level of
popularity and whether or not they included special
characteristics, that is, selected systems were those used by
project managers or because they offered some type of
differential in their available functions . The results are in
Figure 1.

To include the developers’ point of view as to alignment
of the seletected systems to PMBoK guidelines and to the
ISO/IEC 9126 software quality norms, a comparative
analysis was performed with four desktop and five web-
based systems. The results are in Table 1.

A qualification, which represented the frequency each
topic was addressed in each system, was attributed to each
analyzed topic. The qualifications are shown in Table 1 in
discs: as greater the frequency, as larger the portion in black.

Regarding the scope of the systems as to the PMBoK
guide, Table 1 shows that some topics, such as number 13,
are well covered by most of the systems, while many others
are not, such as with topics 1, 7 and 8. On the whole, it can
be concluded that none of the analyzed systems provide a
complete support to the principle processes described in the
PMBoK guide. This may force the users to use a
combination of project managing support systems, which
would slow their work, to satisfy all their needs.

The assessment of the systems regarding ISO/IEC 9126
norms was done on the contents available to users by the
firms that develop such systems. This made it impossible to
analyze some attributes; therefore the assessment of the
attribute Maintainability was qualified as null for all
systems that are not Open Source (except MS Project,
which although not being Open Source, allows users to
perform evolutional maintenance with Visual Basic) since
with the analysis of such systems it was not possible to
verify how the maintenance operations were done. System
analysis results of the quality norms made it possible to
infer that each one of them meet the requirements of a
certain set of quality attributes to the detriment of the rest.
Due to this, it can be concluded that the quality of the
analyzed systems is impaired as on the whole, they do not
satisfy quality requirements. Therefore, there is a necessity
to design a support for project management activities based
on quality criterias, besides obtaining efficient, dependable
and customed software systems.

Analyzing and combining information obtained from
both views, it was possible to reach the results shown in
Table 2, which lists the functional requirements according
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Table 2. System functional requirements

1. Integration
1.1 Managing contracts with schedules, costs and objectives defined at
the beginning of the project
1.2 Register of events (lessons learnt)
1.3 Identifying and documenting changes along the execution of the
project
2. Scope
2.1 Defining the scope of the project
2.2 Creating a Work Breakdown Structure (WBS)
3. Time
3.1 Include activities
3.1.1 Identify activities

3.1.2 Estimate of starting and ending dates of the activities

3.2 Register finished activities
3.3 Warn project delays
3.4 Development of a schedule of project activities
3.5 Schedule of release of funds (calendar)
4. Costs

4.1 Costs estimate by activity
4.2 Budgeting

5.
5.1 Producing audit reports

Quality

6. Human resources
6.1 Managing project team
6.1.1 Registering members of the team
6.1.2 Helping with the enlistment and selection of personnel
6.1.3 Checking the performance of team members
6.2 Managing contracts
7. Communications
7.1 Communication between those interested in the project
7.2 Production and distribution of custom made reports and Warnings
7.3 Production of information for mobile equipments
8. Risks
8.1 Managing risks
8.1.1 Identify risks related to the project
8.1.2 Estimate risk impacts
8.1.3 Identify events related to the probability of an increase of risks
8.1.4 Identify contingency measures for each risk
8.1.5 Monitoring the probability of an increase of risks
8.2 Creating alerts about the occurrence of risks
9. Procurement
9.1 Register procurements
9.2 Register supplier contracts
Remaining requirements
Links with other software systems
Existence of access levels

to the known areas as defined in the PMBoK [5], and even
includes identified additional requirements.

B. Software architecture

Aware that the structuring of software architecture that
contemplates functional requirements will make viable wide
scope, quality and capable of meeting the real necessities of
professionals. The first step taken during the execution of the
architectural project was to place the software to be developed
in its context, that is, external entities were defined with which
the system interacts, as well as the nature of the interactions
from the composition of the architectural context diagram [1],
shown in Figure 2.

The entity Graphic support represents a set of libraries and
functions capable of offering aid for the construction of all the
graphic part of the modules of the system. Utilities represent
independent System to Aid Project Managing-SAPM - software
that can be coupled to provide various services, such as:
calculators, spread sheets of calculations, etc. Both supply
services to SAPM, while the entities Managers and Project
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Team use the services supplied by the system. To present a high
level view of the structure of the system, Figure 2 shows also a
global architectural structure for the SAPM, where two principal
components of the system and the interactions between them are
shown. The component Access Control offers the access
control to the system, permitting listing and authentication of
users, create projects and a division of the software into pre-
established access levels. This way, certain information of the
system can be seen only by authorized users. The component
Project Managing is responsible for offering the functions
inherent to project management.

After creating the global architectural structure, the
architectural style for the SAPM was defined, where a style in
layers was considered adequate, since it allows an incremental
development of the system and offers good portability and
maintenance. In Figure 3 the structure established for the SAPM
is shown. The highest layer supplies the interface between the
system and the user. Immediately below is the business layer
project management. The lowest layer provides the graphic
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Figure 2. Architectural context diagram and global architectural
structure
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Graphic support

support and database, where data produced in the upper layer
are stored. From identified functional requirements, SAPM
architectural components were placed in modules. With that,
the architectural diagram was structured, shown in Figure 4
which reveals the components of the system, its modules and the
interactions between them. Following, a description of the
SAPM modules is presented, which were established for each of
the considered components.

Figure 3. SAPM structure in layer

Access Control:

User identifier: Lists new users and authenticates previously
listed users in the system. Should these operations not be
successful, the user is notified. Moreover, the User identifier
receives from the Project manager a list of members to be
linked to the project and, then, must validate that list, verifying
which members are already listed in the system. After validating,
the User identifier sends a notification about the result of the
operation to the Project manager and the members that were
already listed in the system is sent to the Content controller
where they will be registered with their respective access levels,
defined by the users from the Project manager;

Project manager: Presents all the projects to which the users
are linked (based on data registered by the Content controller),
permitting a selection of said projects for later edition. Moreover,
from this module users can list new projects. During the listing
of a project or at a later stage, users must fill in general data
about the project, declare the scope of the project, annex
project starting contracts and draw up a list of members
(showing members names and respective access levels) who can
access/modify project data;

Content controller: Registers the user access level of each
project. Also monitors the actions of each user in the whole
system, blocking any action that is not permitted according to
the users access level. Moreover, this module registers all
actions taken by the users in the system.

Managing Project :

Integrated controller of changes: Receives and registers data

about changes made in any of the modules of the component
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Managing Project. Moreover, this module receives data from
other modules to create baselines;

Participant’s manager: Receives data about suppliers and
project team members and stores them to create an agenda for
contacts and quick access to information about the team
members development and suppliers history. Moreover, this
module receives contracts which are linked to project team
members and suppliers, and sends them to the Contracts
controller;

Activities manager: Is responsible for all operations related to
the activities of the project. From data received from the users,
this module executes the following functions: lists activities
(identification of activities, starting and finishing dates,
description); listing risks (identification, impact estimate,
identification of contingency measures, selecting factors capable
of producing an increase in the probability of risks happening);
registering purchases. Moreover, this module offers the user the
following: help to allot resources to activities from information
in the Participant’s manager; automatically monitor the
Participant’s manager and information about the progress of
activities to update the probability of risks happening; prepare
and automatically update the activity schedule; create a calendar
for freeing resources; register contracts related to
obtaining resources for the execution of activities; support to
create a Work Breakdown Structure; detect activity delays;

Contracts controller: Stores contracts received from the
Participant’s manager and the Activities manager, allowing
consultations, modifications and exclusions;

Learnt lessons recorder: Registers lessons learnt by the users
on executing the project and allows consultations that return to
the users the lessons learnt by them in all the projects with
which they are or were linked, as he receives all the codes of all
those projects from the Project manager;

Reports writer: Allows users to create or register records of
auditing done. Moreover, receives data from the Activities
manager, from the Participant’s manager and from the
Integrated controller of changes (baselines) and, from them,
produces reports according to users options and sends them to
the Information distributer for distribution;

Information distributer: Uses the data that it receives from the
Participant’s manager to contact stakeholders (via emails or cell
phones). This module also receives information from the
Warnings generator and the Reports writer, distributes that
information to contacts selected by the user or predefined by the
system and notifies the requesting module about the result of the
distribution. Moreover, this module offers a chat service to
subsidize the effectiveness of the online meetings, as well as an
email service;

Warnings generator: Receives data from the Activities
manager to produce warnings about delays or the probability of
an increase of risks, or else from the users to produce a warning
about a specific event. The warnings are registered and sent to
the Information distributer.
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Figure 4. Architectural diagram

5. Final considerations and future works

The proposed software architecture for a SAPM will satisfy
existing present day marketing necessities, especially for
medium and small enterprises in Brazil. By identifying
functional requirements through an empiric study based on
guidelines and concepts established in the PMBoK [5] and in
ISO/TEC 9126 [6] for the proposed architectural structure, it was
possible to fill in the gap still existing in literature about web
systems to aid project managing. A valuation of the web-based
system quality characteristics such as portability, maintainability
and efficiency, besides others, are being prioritized in the
conception of SAPM as the objective is not only to construct
quality architecture, but also the web system. Therefore,  the
future  works agenda  foresees the development of a
SAPM prototype which will satisfy web-based systems quality
criterions. The exploratory evolutionary model [23] was adopted
so as to make viable an assessment by market professionals
when each significant part of the system is concluded.
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software analysis, to propose abstractions to the
Abstract software architect [3], which are needed for maintaining

or upgrading software (e.g. to extract sequence diagrams

Maintaining the softwa_re systems is a Complef(m]). Besides that, framework would be able to perform
task die to the complexity of the contemporary,e, very useful tasks: automatic (unit) testing,

software systems caused by the size and frequ%ﬂECking for security issues [22] etc. Even more,

changes that are credibly expressed only by tht’ﬁrough the same framework, one would be able to

source COdej One S_OIUt'On for' this p'TObIem IS Sourlcﬁerform refactoring, cleaning (e.g. code clone elimination
code clustering, which makes it possible ?0 generallz{g]’ cycle detection) and other transformations (i.e.
about some features which are cluttered in the SOUrGRorading software to use newer library versions, to

code. Earlier, there weren’'t any attempts to analyzgenerate code, etc).
those complexities by_ using rule_\ engine alo.ne' his Framework should have ability to easily configure,
paper evaluates pO.SSIbIIIty of using ru_Ie €NgiNe as & e, to perform (semi) automatic benchmarks of
framework for various software engineering tasks iffe’rent configurations (varying parameters, algorithms
Specifically, the paper demonstrates that it is possibf1 g fymg p - g ’

§c.).

to perform software module clustering using rule

engine. Crucial problem here is clustering. Modern

software systems are large and complex, which makes
problems in understanding their structure. Main reason
for this complexity lies in the fact that source code
contains lots of entities (class, modules etc.), which are
High level abstractions, various models — views Mutually dependent in interactive manner (procedure
through which we can look at software, helps us to cope ~ calls, variables referencing...). On the other side, these
with complexities of the systems. However, often we Systems are repeatedly changed which could be
say that “the truth is in the code” [15], since high level falthf.ully ) identified only ~ from  source code
abstractions aren’t always synchronized with the code. ~ (Specification often doe.sn’t follgw source code
By performing software clustering, we will regain more changes). Cl}lsterlng techniques apphed .to the software
quality abstract views on the software. source code is an approach for solving this problem.
Field of search based software engineering (SBSE) ~ Main purpose of software clustering is to create
is in the focus in this paper. This is active area of the ~ ViEW on software using clusters which contains mlnlmal
research in the computer science. And SBSE is used in ~ coupling between modules from any two different
many applications (module clusterization, code gene- clusters, and maximum cohesion between modules
ration, project management...). According to M. insideasingle cluster.
Harman, software engineering (SE) is better suited for
search based optimigzation %hen all other areas of 2. Related work
engineering [18].

1. Introduction

There is a very helpful paper for getting a big
1.1. Motivation picture of vast applicability of those techniques [4],

although the paper doesn’t put rule engine into
Suppose we could create homogenous framework perspective.

which will be able to perform static and dynamic
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Following Mancoridis et al. who first suggested the
search based approach to module clustering [17], this
paper takes this, search based, approach. They have
used hill climbing, but also have tried using genetic
algorithm and simulated annealing. And they got best
results using hill climbing. However, it may be possible
to define different crossover operation for use in genetic
algorithm [19], and that may create feasible approach.
Although, performing GA by exploiting rule engine is a
problem. Therefore, we use local search technique.
Search algorithms need metric which will direct the
process, and we follow proven practice of using
cohesion and coupling measurement.

For found software clusterization of K clusters and n
modules, for measuring its clustering quality, we use
Modularization Quality (MQ) [9]:

MQ:Zk:CFi :
i=1

cluger factor CF; is calculated with the following
formula:

(1

(2)

In the formula (2), y; is the total intra-edges weight
(connections between modules inside one cluster) of the
i-th cluster, and g;; is the sum of inter-edges weights
(connections between modules from different clusters)
between i-th and j-th cluster. In rare cases, when i-th
cluster doesn't have any intra-edges, CF; equals zero.

It is possible to extract hierarchical clusters using
the search based approach (by recursively clustering
found clusters as modules). Other approach to achieve
this is by using agglomerative approach [21]. However,
that approach is harder to align with the rule engine
requirements.

Instead of searching for specific clusterization,
usually we need to allow user to prioritize some aspects
(say relations between some modules) over others
(which makes hypothesized entities), and then try to
rebuild those aspects (by clustering) from the source
code (i.e. concrete entities). This technique is called
Software Reflexion [3], and can be considered as
(semiautomatic) extension of a simpler clustering
approach.

Recent paper, [5], shows that we can use rule
engine for model completion, without a significant
performance penalty, despite previous work arguing this
would be impossible.

There are some advanced ideas about integrating
whole SE analysis process into a single framework. One
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of the best examples are Symphony [1] — based on
Bachaus tool [6], and DMS [8]. They might even use
rule centric approach in their subcomponents, although
it isn’t used at higher levels. There are many works
already done on creating tools and techniques to
perform some kind of transformations that are specified
with rules [8], [11] and [20].

Along using search clustering approach, there are
other methods: hierarchical agglomerative clustering [2],
[3], [21], or more analytical one, that uses spectral
analysis [23].

Recently, we can see more works on including rule
engines in solving specific software engineering
problems [7].

3. Contribution

This paper brings a few contributions.

e In this paper we present that a modified Hill
Climbing algorithm (HC) is suitable for use in rule-
based clustering process. The algorithm has
following features: a) heuristically determines initial
solution; b) after reaching local optima, several
random moves (escapes) are performed.

* This paper shows that it is possible to use rules
engines for clustering (specifically, software module
clustering).

* The ideas presented here, create base for building a
framework for analysis of complex software and for
comparing and evaluating various techniques in the
search based software engineering field.

3.1. Changein the hill climbing algorithm

Hill climbing algorithm is very often used in search
based clustering. For example, it can be used in the
Bunch tool [9]. Local search, specifically hill climbing,
often converge toward local optima, and the common
solution to this problem is to start search from some
random solution, and to perform it at least twice, and
then to choose better one. [14]

We took another approach. We do not use random
starting (because we Dbelieve that it will take
considerable time even to begin to form meaningful
clusters). Initial solution is heuristically created around
modules with more incident edges. However, we do
perform another randomness which (we hope) will
prevent us from choosing local, instead global, optima.
Surprisingly often, a random move from local optima
toward its neighborhood will lead to a satisfactory
algorithm (even if better techniques are known — but
which could complicate rule engine implementation)
[14].



So, we perform several random moves (escapes),
when no better solution is found for some time. By
looking at the search landscape in [24], we could notice
that using MQ metric and MDG, there are usually at
most two points around which the best found
clusterization are grouped. We recognize the fact that
there is a need for even more detailed search landscape
analysis; although our testing shows that random
escapes can overstep the local optimum surrounding.

Note that Drools can perform Tabu search, [14] (for
example, so it does not repeat move with module which
was recently used). Implemented search process,
especially with this additional method, avoids to be
trapped inside local optima. This approach, when we
start from certain non-random solution, makes it
possible to use once found solution as initial one for
other, maybe in some way changed, search process.

3.2. Clustering with rule engine

Often, when we develop solutions for software
engineering problems (reverse engineering, trans-
forming one model to another), we tend to identify rules
which we can apply to achieve desirable goal. Even if
we have rules which can bring decisions of what is
needed to be done (or how to transform one model to
another), we usually need, as an input, some sort of a
model (often with graph representation). For example,
after we decide which viewpoint we need to use to
create desirable view, we acquire a graph by clustering,
and by extracting needed features from the source code.
This was never done by the rule engine itself. This paper
tries to bridge this gap by showing that it is possible to
create rule engine solution that performs clustering
algorithms.

Rule engines often implements Rete algorithm, for
efficient large scale pattern matching, which is used in
determining which rules are matched by their antecedent
part [10]. Rete algorithm best works in situations where
there is a small change in the facts, because it
effectively caches previous values of the facts and
distributes knowledge (in tree-like structures).

It is known that while performing local search
algorithm [14], we evaluate (all) neighbour solutions,
and choose one of them. Then we apply only the move
which will transfer focus from the current to the locally
chosen solution. That move is usually quite simple, that
makes only small change (comparing to the complexity
of the current solution state). Exactly this favouring of a
small (incremental) change makes rules engine (with
Rete algorithm) a good choice for executing clustering
process.

This paper proposes using rule engine for perform-
ing graph clustering. In this case, we use JBoss Rules

engine (Drools, [12]) for software clustering, and to
perform analysis that might follow.

3.3. Framework

Now that we are capable of performing various
analysis in a single environment, with the help of many
rules organized in the various groups, we could create
extendable framework for performing many software
engineering related tasks.

What new will bring such a framework? First,
many benefits are inherently brought from the very
structure of a good rule engine:

» centralized rules repository,

* declarative programming,

e scalability,

e easy to change and configure...

Second, JBoss Rules extends this list even more
providing components such as: Solver, Fusion — to
perform Complex Event Processing (CEP, useful for
dynamic analysis), diagramming and linking with
process engine/workflow using Rule Flow, domain
specific language (DSL), fuzzy logic... It could be said
that we only specialize one general framework into a
more specific one, software engineering framework.

4, Details

Clustering is done in two phases:
e heuristically create initial solution, and
e current solution is improved by searching for

optimal one, regarding criterion of quality of a

clusterization.

To be able to use rule engine to perform local
search we use Drools, and its Drools Sol ver
component.

In the Figure 1, we show process of software
clustering (including code guidance). Workbench

code
% / guidance

MDG

Hammurapi workbench — > %*O

e -

. . 1 software

1 JSR9dinertace clustered

decomposition
~ ™ P
Hammurapi-
rules JUNG
rules for
c.g. rules
«—

according to

rules for

graph

Figure 1. Framework for SBSE using rules
engine



component is the developed application. We have
replaced Hanmur api rul es engine [16] with
JBoss rul es, because we need tight integration with
Sol ver, but on the other side we want to use lexical
analyses from Hammur api (which uses Mesopot anmi a
tool).

Main advantage of this approach is that we could
add various rules for completely different types of
analysis (along those necessary for clusterization itself,
we could have rules for security, bad code practice -
“code smell”, code clone detection...). So effectively
we combine all these analysis into one maintainable
framework system. Analysis could be performed on
different level of granularities. Some analysis could
inspect found structural components (clusters), and
relationships between them, some could focus on lower
level — abstract syntax tre€AST) elements, or make
hybrid approach. Another benefit is that it is possible to
easily perform incremental analysis (say, to put end user
into a loop of making decisions, pausing search process,
as needed), than to continuously monitor system in its
developing phase (but also when is in its exploitation).
Most of needed requirements are by their nature
declarative, based on event-condition-action (ECA)
paradigm.

In this paper we, for coupling and cohesion,
consider counting of dependencies (count of different
method calls of referenced class, including constructors
and calls of parent class methods when redefining them;
than existence of local variables, parameters, import
declarations etc. which are of the referenced class type)
from one toward other module. What makes impact on
dependency between two modules is guided with
principal goal to create clusterization which will ease
software maintenance and understanding complex soft-
ware: changes in one module should easily propagate
inside a cluster, and in the same time propagation out of
a cluster should be minimal.

4.1. Model

Cluster Edge

|

Figure 2. MDG representation model

flatten

Clusterization
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For representing structure of software system
(modules and interconnections between them) we use
concept of module dependency graph (MDG) [9], [17].
From MDG concept, we define OO model of its
representation. Its simplified schema is shown on the
figure 2, Module is a class of Java program. Edge is
representation of dependency of source module (from)
to destination module (t0). Dependency has quantitative
measure, weight, that represents total count of different
method called of the destination module, redefinition of
methods of destination module inside source module,
etc. Clustercontains modules. And Clusterizationrepre-
sents one solution of software clustering. Aggregations
(diamond edges) represents  associations which are
persisted in the MDG XML file, while flatten
association keep references on those modules which will
be moved around while searching (after shrinking the
search space). And adjacency association keeps all
edges which are adjacent to a module (irrelevantly of its
direction, mainly for creating initial clusterization).

By using Hammurapi tool for static code analysis
we can get lexical tokens, AST elements, from the
source code of the analyzed application as facts in the
Drool s rule based system. Than, we use rules that
recognize dependency relation from the AST, so that we
can generate arcs in the MDG (for example, by
recognizing methods calls of some class).

4.2. Creating initial solution

For initial clusterization we use heuristic with basic
idea to form initial clusters around module with large
count of neighboring modules. Modules are sorted in
descending order with total count of all adjacent edges.
In this ordered list we specify border between big and
small modules. Big modules make new clusters if there
isn't an edge with greater weight than, with parameter
specified, threshold, which is adjacent to some module
that is already in a cluster. Small modules are usually
added to some cluster in which it has adjacent module.

4.3. Sear ch process

After forming an initial solution, we apply a local
search procedure to try to continually improve it. While
searching we keep track of the best solution found
during the process.

In the case of software clustering, relation of
adjacency (neighboring) of solutions is defined in this
way: two solutions are adjacent if they differ only in
belonging to the cluster of exactly one module. Having
that in mind, move transfers a module from current
cluster to another existing or a new cluster. It is
important that move doesn’t make big change in the set
of facts, in other words, we must be able to isolate



influence of a single move on the set of evaluated rules
and facts.

For search process we use Drool s Sol ver (rule
engine extension) as planner application (scheduler).
Move in Drool s Sol ver-tool is defined with Java
class. As evaluation function is calculated for every
move (which is described with Drool s rules), for
specific module (fact) we move, it must be very
efficient. For an illustration, on listing 1 is shown a rule
for calculating impact of a module on the total measure

of clusterization quality.
declare Pair

intra : double
inter : double
end
rul e "one nodul e contribution”
| ock-on-active true
when
$m: Mdule( $c : cluster );
$p : Pair() fromaccumul ate(
$e : Edge(eval (frome=$n) || eval (to==$n),
$w wei ght, $to:to),
init( Pair p = new Pair(); p.setlntra(0d);
p.setinter(0d);),
action(
if(%e.getFron().getCl uster()!=%c ||
$to.getCuster()!=%$c){
p.setlnter(p.getinter()+$w;
}el sef
p.setlntra(p.getintra()+$w);
b,
reverse(
if($e.getFron().getCuster()!=%c ||
$to.getCluster()!=$c){
p.setinter(p.getinter()-$w;
}el se{
p.setintra(p.getintra()-$w;
b,
result( p)
)
then
modi fy($n) {

setlntra($p.getintra()),
setlnter($p.getinter());
}
end
Listing 1. DRL rule for calculating one module
change contribution to the cluster factor value

In this listing we see use of facts like Modul e and
Edge, which are integral part of MDG representation.
Also, for the purpose of calculating clusterization
factors CF;, we create Pair helper fact. It is created for
each module which is moved for storing needed values.
Every module makes contribution to its cluster intra and
inter cluster weights (L;,&;; or g;; in formula 2) depending
of its relations to other modules (in the same, and other
cluster, respectively). Module’s moves, change its
associated cluster, what is here seen through change in
e.get Fron{).getd uster() and e.get To().getd uster()
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for every edge related to the moved module. When
contribution to the cluster factor value from a single
module is calculated, it is stored in a module fact (class
instance) itself. Then, with other rule, we calculate
clustering factor based on those stored values (also using
accumulate construct). For each move, only one module
is changed, and all other values are “cached” in the Rete
network of the rule engine, and only changes propagate
through network, avoiding excessive operations.

This listing could be read as: “For each module
which is moved to some cluster, calculate Pair values
from all adjacent edges depending on: is the module
adjacent over that edge in the same cluster or not. Store
calculated pair values into the module for following
cluster factor calculation.”

4.4. Shrinking the search space

One efficient way to reduce search space size
(which is bounded up with factorial of the number of
modules) is to identify omnipresenimodules [9]. Those
are modules which are either quite often referred
(library, suppliers), or which refers many others
modules (client, drivep. In addition, we also reduce
search space size by eliminating moves which will
transfer modules which are adjacent only to a single
module (except omnipresentmodules), as they always
need to be in the same cluster as that (adjacent) module.
When we transfer such module, we also transfer all
modules that have this module as its only neighbour.
We also can specify which classes won’t be processed.

4.5. An example

As an example for demonstrating software
clusterization we have chosen open source code of Byte
Code Engineering Library (BCEL, used for analysis and
manipulation of Java class files for byte code
enrichmenk This source contains about 300 modules.

Visualization is implemented using Java Universal
Network/Graph framework(JUNG). We implement
collapsing of cluster’s nodes into a sub-graph, or group
identified clusters into bunches. In graphical
representation, weight of an edge represent intensity of a
dependency between modules, and the colours of the
circles represents cluster to which module belongs. On
the figure 3, we have initial MDG graph for BCEL
code; and figure 4 shows detected clusters. They are
represented with a polygon; polygon is larger as it
contains more modules inside (we could drill down into
its content).

5. Conclusion

In this paper it is shown that it is possible to
perform clustering with rule engine. Hereto, we did that,



primarily using Drool s Sol ver, in a way that good
performance can be achieved. When a module is moved
from one cluster to another, it fires only rules that are
directly affected by the movement and only for the
changed facts.

This makes it possible to create homogenous rule
based framework for various software engineering tasks.

.....

pion

colth

he BCEL source code library

Figure 3. MDG fo‘rm

Figure 4. BCEL library clusterisation

References

[1]7 A. von Deursen, C. Hofmeister, R. Koschke, L. Moonen,
C. Riva, Symphony: view-driven software architecture
reconstruction,pp.122, Fourth Working IEEE/IFIP Conference
on Software Architecture (WICSA'04), 2004

[2]N. Anquetil, C. Fourrier, T.C. Lethbridge, Experiments
with clustering as a software remodularization method, Sixth
Working Conference on Reverse Engineering, 1999

[3] A. Christl, R. Koschke, M.A. Storey, Equipping the
reflexion method with automated clustering, wcre, pp.89-98,
12th Working Conference on Reverse Engineering, 2005

[4] G.C. Harman, M. Di Penta, New frontiers of reverse
engineering, Future of Software Engineering, 2007

[5]J.M. Wright, J.B. Dietrich, Non-monotonic model
completion in web application engineering, aswec, pp.45-54,
21st Australian Software Engineering Conference, 2010

[6] A.Raza, G.Vogel, E.Plodereder. Bauhaus—a tool suite for
program analysis and reverse engineering. In Proceedings of
the 11th Ada-Europe International Conference on Reliable
Software Technologies, LNCS 4006, Portugal, 2006.

22

[71M. Zygmunt, M. Budyn, Managing software complexity
with business rules, pp.534-537, International Conference on
Complex, Intelligent and Software Intensive Systems, 2010

[8] I.D. Baxter, DMS - program transformations for practical
scalable software evolution, Proceedings of the International
Workshop on Principles of Software Evolution, Orlando, 2002

[9] B.S. Mitchell, S.Mancoridis, On the automatic modulari-
zation of software systems using the Bunch tool, IEEE
Transactions on Software Engineering, vol. 32, no. 3, pp. 193-
208, Mar. 2006, doi:10.1109/TSE.2006.31

[10] C.L. Forgy, Rete: A fast algorithm for the many
pattern/many object pattern match problem, Artificial
Intelligence, vol. 19, pp. 17-37, 1982.

[11] E. Visser, A Survey of Strategies in Rule-Based Program
Transformation Systems, Technical Report UU-CS-2005-022,
Institute of Inf. and Computing Sc.,Utrecht University, 2005

[12] Michal Bali, Drools JBoss Rules 5.0 developer's guide,
Packt Publishing, 2009

[13] P. Dugerdil, J. Repond, Automatic generation of abstract
views for legacy software comprehension, Proceedings of the
3rd India software engineering conference, 2010

[14] H.R. Lourenco, O. Martin, T. Stutzle. Iterated local
search. In Handbook of Metaheuristics, F. Glover and G. K.,
Eds. Int. Series in Operations Research & Management
Science, vol. 57. Kluwer Academic Publishers, 2002

[15] R. Koschke, What architects should know about reverse
engineering and rengineering, wicsa, pp.4-10, Fifth Working
IEEE/IFIP Conference on Software Architecture (WICSA'05)

[16] Hammurapi rules User Guide
http://www.hammurapi.biz/products/hammurapi-rules/

[17] S. Mancoridis, B.S. Mitchell, C. Rorres, Y.F. Chen, and
E. R. Gansner. Using automatic clustering to produce high-
level system organizations of source code. In International
Workshop on Program Comprehension (IWPC’98), pages 45—
53, California, USA, 1998. IEEE Computer Society Press.

[18] Mark Harman, Why the virtual nature of software makes
it ideal for search based optimization, In Fundamental
approaches to software engineering, Springer, 2010

[19]M. Harman, R. Hierons, M. Proctor, A new
representation and crossover operator for search-based
optimization of software modularization, GECCO, 2002

[20] J.R. Cordy, T.R. Dean, A.J. Malton, K.A. Schneider,
Software Engineering by source transformation-experience
with TXL, scam, pp.0170, First IEEE International Workshop
on Source Code Analysis and Manipulation, 2001

[21] O. Magbool and H. Babri. Hierarchical clustering for
software architecture recovery. IEEE Transactions on
Software Engineering, 33(11):759-780, 2007.

[22] K. Sohr, B. Berger, Towards Architecture-Centric
Security Analysis of Software, 2nd International Symposium
on Engineering Secure Software and Systems, 2010., in press
[23] A. Shokoufandeh, S. Mancoridis, M. Maycock, Applying
spectral methods to software clustering, were, pp.0003, Ninth
Working Conference on Reverse Engineering, 2002

[24] B.S. Mitchell, S. Mancoridis, “Modeling the Search
Landscape of Metaheuristic Software Clustering Algorithms,”
Proc. Genetic and Evolutionary Computation Conf., 2003.



A model proposal for program comprehension

Francesca Arcelli
arcelli @disco.unimib.it

Marco Zanoni
marco.zanoni
@disco.unimib.it

Mattia Vivanti
mattia.vivanti
@gmail.com

Riccardo Porrini
r.porrini @ gmail.com

Universita degli Studi di Milano Bicocca
Dipartimento di Informatica Sistemistica e Comunicazione
Viale Sarca, 336 20126 Milano, Italy

Abstract

One of the principal task in the context of reverse engi-
neering is related to program comprehension activity, that
can be performed through different techniques, tools and
strategies.

To better understand and exploit the knowledge neces-
sary to comprehend an existing system different models and
metamodels are necessary to represent the information ex-
tracted at different levels of abstraction. In this paper we
describe the model we have defined in our Marple (Met-
rics and Architectures Reconstruction PLug-in for Eclipse)
project, whose main objectives are related to design pattern
detection and to software architecture reconstruction of an
existing system to support program comprehension.

We introduce the architecture of the model we have pro-
posed outlining its extensibility features and we describe the
implementation of the model through the Eclipse Modeling
Framework (EMF). We are interested in using this model as
the only data repository for any step of elaboration on the
system.

1 Introduction

A field of software engineering which is getting more
and more importance is reverse engineering [6, 15]. One
of its main purposes is to support program comprehension
in order to achieve as much as possible information about
the analyzed system. In this way it is possible to identify
the fundamental components of the system and to heavily
simplify each task that has to be performed on the system,
from bug fixing to system modernization, since the system
is not seen as a “black box™ but as a “white box”, made up of
smaller components that interact with each other to achieve
the program’s goals.

In the literature many approaches for program compre-
hension have been proposed, some using only static analysis
(as for example [13] [11], [17]) and others using both static
and dynamic analysis (see for example [9], [18]), each one
providing useful information to better perform the reverse
engineering tasks. For these reasons it could be interesting
and promising to be able to use and integrate the informa-
tion gained through different sources and approaches.

To represent this useful information we need a model
able to provide full abstraction of the underlying informa-
tion that can easily be exported and exchanged between the
different components or actors involved, using for example
an XML serialization.

In our project called MARPLE (Metrics and Architec-
tures Reconstruction PLug-in for Eclipse)[4], we imple-
mented a model for the representation of a software sys-
tem. In this project according to this model, we aim to per-
form design pattern detection (DPD) and software architec-
ture reconstruction (SAR) of Java programs using different
modules that interact with the underlying model in order to
contribute to the given goals.

Through design pattern detection it is possible to gain
a better comprehension of a software system and on what
kinds of problems have been addressed during the develop-
ment of the system itself. The presence of design patterns
(DPs) can be considered as an indicator of a good software
design, as DPs are reusable for their self definition. More-
over, they are very important during the re-documentation
process, in particular when the documentation is very poor,
incomplete or not up-to-date. In order to detect them we
adopt an approach based on design pattern decomposition
[2], by obtaining from the source code the sub-components
that can be considered indicators of the presence of pat-
terns in the source code. These sub-components (or micro-
architectures), which we call Basic Elements are placed at
an intermediate level of abstraction between source code
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and design patterns and have to be found and used to de-
scribe and then to detect design patterns.

The main objective of SAR is to abstract from the ana-
lyzed system’s details in order to obtain general views and
diagrams with different metrics associated with them. The
extraction of such data helps the engineers to have a global
understanding of the system and of its architecture.

During the design of the model we considered as a prin-
cipal requirement the possibility to use and integrate the
multiple sources of information together, as for example
those provided through SAR and DPD. In this way the
model we have proposed is characterized by good extensi-
bility features, that will permit us to add further information
gained through the existing or future elaboration steps. For
these reasons, we are going to use the model as the only
data repository for any step of elaboration on the system.
In this way we aim to provide a model driven approach for
program comprehension to better support software evolu-
tion. Moreover, through the model extensibility features
described in the paper, we are able to consider most of the
object oriented languages.

The paper is organized in the following Sections. In Sec-
tion 2 some related works are described. In Section 3 we
introduce the architecture of the model. In Section 4 we de-
scribe the extensibility features of our model. In Section 5
we describe our implementation through the Eclipse Mod-
eling Framework. Finally, in Section 6 we conclude and
shortly outline some future directions of this research.

2 Related works

An interesting and well known model which provides
a language independent representation of object oriented
source code is Famix[8], used in the Famoos project
(http://www.iam.unibe.ch/~famoos/) for the
reengineering of object-oriented legacy systems. We have
not used a model like this since it is too detailed for our pur-
poses, so we decided to define our model, as simple as pos-
sible. For example a difference between the models is that
Famix defines several entities representing different types of
association, as method invocation, inheritance and variable
access; into our model these types of information are cov-
ered by Basic Elements. Another difference is that in Famix
the logical and physical entities are seen in a homogeneous
way (belonging to the same hierarchy), and into our model
we keep them separated. Finally, the entire Famix specifi-
cation is tuned for the use with the CDIF serialization, and
it is mainly available for the Smalltalk platform; we need
instead a model that integrates with Eclipse, being available
for Java, and supporting the EMF technology and XMI se-
rialization.

Our work can be also compared to the Knowledge
Discovery Meta-model, developed in the context of the

ADM][16] project from OMG(http://adm.omg.org).
The KDM is an extensive model representing a
software system. The model recently had an im-
plementation through the MoDisco Eclipse project
(http://www.eclipse.org/gmt/modisco/), that
aims at the integration of the ADM process into the Eclipse
framework. Currently MoDisco is not fully available to be
experimented. Our work is not directly related to KDM
or MoDisco but we aim to integrate our knowlegde and
plugins and cooperate with the Modisco team development
group.

Other related works in this area can be found in [7, 14,
12, 10].

3 Model Architecture

The model has been designed in order to save, handle
and manage the most relevant and necessary information for
program comprehension; by analyzing a software project
we can extract three fundamental types of information:

o the logical structure of the project under consideration:
as we work on object-oriented languages, the entities
are types, methods, attributes, etc and the relations be-
tween them;

e the physical structure of the project: for program com-
prehension we are interested in knowing the project’s
folders and files (containing code or not);

o the meta-data that we’ll associate to logical and physi-
cal entities; in MARPLE we actually consider metrics
and Basic Elements (described in the introduction).

For program comprehension purposes we need a model
representing a software system that uses these three infor-
mation types.

The structural requirement features of the model are the
following:

flexibility: capacity to represent software systems written
in different object oriented programming languages;

extensibility: capacity of the model to be easily adapted
to new needs; for example in order to handle the def-
inition of language plug-ins it must allow extensions
able to manage language specific entities and proper-
ties; another example is the specification of new meta-
data types, like the results of DPD;

optimization: capacity of the model implementation to
provide an easier information recovery mechanism,
since all the SAR and DPD operations will retrieve
data from the model; some metrics will be calcu-
lated directly on the model (for example the number
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Figure 1. Model Architecture

of classes), so it will be used also by the metrics col-
lector module of Marple.

In Figure 1 the UML definition of the model architecture
is shown.

The entities have been colored in order to identify their
nature.

The entities representing a project’s physical structure
are colored in yellow:

e Resource is an interface that is implemented by all
the physical entities and is characterized by a path;

e Directory is defined as a Resource that can con-
tain many Resources;

e File is asimple physical Resource.

CompilationUnit is afile containing source code; it
is a container of logical entities of the project, so it repre-
sents the link between the physical and the logical parts of

the project. For this reason it is colored in a different way
(using orange).

The logical entities are colored in blue and represent the
entities of a generic object oriented programming language:
types, behavioural entities and structural entities and the re-
lations between them. The following logical entities have
been defined:

e Type represents the definition of a class, interface or
abstract class in source code. The distinction between
class and interface is made through its typeDef at-
tribute.

e Procedure is an interface that represents the def-
inition in source code of a behavioural abstraction,
which is characterized by input parameters and by one
return type; both are represented in the model with
the two associations between Procedure and Type.
Procedure is extended by:
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— Method represents a method of an object ori-
ented language: it is a procedure belonging to a
class, so is linked to a class using a composition;

— Function represents a global function, like the
ones found in C++.

e Variable is an interface that represents the defini-
tion in the source code of a structural entity; it is de-
fined as an instance of a type, using an association be-
tween Type and Variable. It has two implemen-
tors:

— Attribute represents a class attribute, that is a
part of the type’s state, and it is linked to its type
using a composition;

— GlobalVariable represents the definition in
source code of a variable which is globally ac-
cessible and with a lifetime equal to the running
system’s lifetime.

Type, Function and GlobalVariable are con-
tained in both a physical container, CompilationUnit,
and in a logic one, Package. A Package represents a
code entity collection defined in different source files, like
Java packages and C++ namespaces. As Package is only
a logical container, it is colored using violet.

All logical entities (Type, Variable and Function)
implement an interface named CodeEntity, which rep-
resents all the source code entities associated with a mod-
ifier and all the source code entities associable to a Ba-
sic Element. We represented the modifiers using an ex-
ternal class and not an attribute of the interface because
different metrics and Basic Elements may need to select
a CodeEntity basing on its modifiers; through this ar-
chitecture we can easily read the association with no need
to check each entity attribute. As the modifiers belong to
the logical structure of the project, Modifier is colored
in blue. CodeEntity is instead colored in red, the same
color used for BasicElement, because it represents the
entities the Basic Elements refer to.

BasicElement models the instance of a Basic Ele-
ment found in source code, which has a name and is mainly
characterized by a source CodeEntity and a destination
CodeEntity, both implemented through aggregations.

Finally metrics are represented by the Metric class
and they are linked, through an aggregation, to the enti-
ties they belong to. All the entities associable to a met-
ric implement the interface Measurable: the physical
entities (Resource), the logical entities (CodeEntity)
and Package. Metric and Measurable, that are the
classes enabling the metrics measurement, in Figure 1 are
colored in green.

4 Model Extensibility

The model has been defined not only considering its in-
tegration in MARPLE, but also to provide a basis for pro-
gram analysis and comprehension. Thus we defined some
model’s entities to be generic: Metric, BasicElement.
These entities are characterized by an attribute representing
their name, i.e. “LOC” for the “lines of code” metric, or
“FieldAccess” for the “Field Access” Basic Element. This
design choice is an extensibility feature of the model, since
it is possible to specify new entities without changing the
model design.

We defined three interfaces providing top level ab-
stractions to our model: Resource, CodeEntity and
Measurable. They represent respectively physical enti-
ties, logical entities and entities which is possible to asso-
ciate metrics to. These abstractions provide a further exten-
sibility feature: it will be possible to integrate new meta-
data in the model simply by linking them to the appropriate
interface using associations. This integration will not affect
the model’s architecture, but it will only extend its defini-
tion.

We also defined Modifier entities as general as possi-
ble, in order to delegate their definitions to the implemen-
tation. We defined GlobalVariable and Function
entities in order to allow global existence respectively for
variables and functions, as they exist for example in C++.
Package has been defined with an aggregation on itself,
allowing nested containers like C++ namespaces. These
entities provide flexibility to our model, covering the def-
inition of C++ source code and of most of the other object
oriented languages.

We defined only bidirectional associations in our model.
This characteristic allows to quickly and easily access in-
formation required by SAR and DPD tasks. Moreover the
containment relationships define a hierarchy on model’s en-
tities. This allows recovering entities from the model sim-
ply by navigating their containers, and not necessarily the
whole model. All these features make the model optimized
for information recovery.

5 Model Implementation

The model has been implemented through the Eclipse
Modeling Framework (EMF)[1] because it provides an in-
teresting environment for model-driven development, avail-
able for the Eclipse Platform.

EMF is a framework suitable for the definition of a
model since it allows to define the model through both
graphical and XML interfaces. The framework provides
an interesting feature that allows the developer to automat-
ically generate the model source code; it provides also a
way to perform queries against the generated model. Finally

26



EMF exposes an utility for the model serialization in a stan-
dard XML or XMI format, making the model exchangeable
between research groups.

EObject
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Figure 2. Ecore Hierarchy

The entire plug-in is based on the Ecore class hierarchy
(see Figure 2) that our model extends. Through the Ecore
class hierarchy it is possible to define all we need to imple-
ment our model (i.e. EClass represents an abstraction of
a class, and EOperation represents an abstraction of a
class’ method).

Since the model architecture is defined in UML it is nec-
essary to redefine it using the Ecore hierarchy. There are
two main issues in the redefining process:

Aggregations: Ecore does not implement aggregations,
but only containment relationships;

Associations: only monodirectional and not bidirectional
associations can be set.

These issues can be easily overcome: the first one by
implementing aggregations using compositions if it is pos-
sible or associations if not; the second one by defining two
inverse associations for each bidirectional one.

The source code generation from an Ecore model is
very simple to be performed; the resulting source code is
perfectly integrated in the Ecore hierarchy (all classes de-
scend from EObject). This integration allows to full con-
trol the run-time side with the reflective API; it gives also
the possibility to run queries against model’s instances and
to serialize them in XML or XMI format.

Other than the model’s classes, the generated source
code contains other two important classes:

ModelPackage: it contains the java definitions of the
model;

ModelFactory: it implements the Abstract Factory de-
sign pattern, providing methods for run-time creation
of model’s classes contained in the Mode1lPackage.

Using ModelFactory we can instantiate single
model’s classes; these classes are composed together in
many EMF Resource classes to form the model instance.
These resources are grouped in an EMF ResourceSet
class: the model instance.

Each instance of Resource in a ResourceSet can
be serialized on a distinct file; the format we chose is XMI
as it is the standard for model interchange. We decided to
split our model into these XMI files:

package: it contains the project logical structure (package,
classes, etc);

root: it contains the project physical structure (directories
and compilation units);

metrics: it contains all the metrics calculated on the
project;

bes: it contains all the Basic Elements within the project;

modifiers: it contains all the source code modifiers.

The model has been integrated in MARPLE. In order
to preserve model consistency and avoid information du-
plications, an interface layer has been created. This layer
stands between the analysis module and the model, and de-
codes all the information retrieved, exploiting the Factory
Method design pattern. Each information retrieved is de-
coded by passing it to a concrete handler class, which calls
ModelFactory in order to create the right instance and to
put it in the right Resource. For each kind of information
a different Factory Method has been designed, keeping the
layer’s architecture as modular as possible, in order to allow
new information detection by simply creating the handler
family that will decode it.

6 Conclusions and future works

Program comprehension is an important field of reverse
engineering. In order to better support program comprehen-
sion we need all the possible information about the system
to be exposed to the user performing the reverse engineering
tasks.

We think that the model we have defined is sufficiently
simple and complete to fit these requirements. The model
can be extended easily to contain the output of different
analysis, because it keeps concerns separated but linked to-
gether.

Now our work will be concentrated on exploiting this ex-
tensibility feature in order to model and compare the results
of design pattern detection and integrate them in the model
(as we already proposed in [3]). In future works we will try
to expand the capabilities of the model definition in order
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to be able to represent the evolution of a software system,
keeping track of different system versions.

Combining this aspect to the results of analysis modules
like the DPD one, it will be possible to see also the evolution
of any type of analysis, enabling new points of view of the
comprehension of a software system.

Moreover we are interested to use our model based ap-
proach to unify software and data reverse engineering [5],
considering the important software assets of databases.

Another perspective is to integrate the MoDisco frame-
work into our tool, taking advantage of the already imple-
mented features, and being able to use standardized and
widely accepted exchangeble models.
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Abstract

Software process reuse can improve the software quality.
This paper presents the use of concepts from Component-
Based Development (CBD) on software processes as a mean
to improve process reuse. This reuse method considers the
technical, organizational and human aspects of a software
process beyond the knowledge acquired on past executions.
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1 Introduction

Nowadays software product quality is an interest topic
by academic area and software organizations. In the soft-
ware reuse approach (typically) the artifacts previously de-
veloped, tested and sucessfully integrated in other applica-
tions are used as groundwork for the development of new
software. Its use offers advantages like costs reduction and
fast product releases [1, 2]. Other approaches focus on the
development process'. On these approaches it’s expected
that processes having quality generate products with qual-
ity, what indicates a clear relation between them.[1].

However define a software process is a difficult task to
be performed since the technical, organizational and human
factors of a process should be regarded and stowed in a har-
monic way.[3]. Due this difficulty the process definition is
usually performed by experienced people, with deep knowl-
edge of organizational processes in an attempt to increase
the quality[4].

Typically both approaches currently occur separately and
their results can be leveraged if they are considered together

1On this text the terms “software process”, “software development pro-
cess” and “process” have the same meaning.

capietro@pucminas.br

[5]. Osterweil in [6]indicates an intersection between soft-
ware and processes when points that similar to software
products it’s possible to define requirements, design, im-
plement and evolve software processes. This similarity al-
lows the adaptation of techniques usually applied on soft-
ware artifacts to process context, including those related to
software reuse.

This work aims on reusing software processes (with their
inherent knowledge) during new processes definition in or-
der to increase their maturity, stability and quality. Based
on the traditional reuse technique called Component-Based
Development (CBD) it was defined a reusable structure to
represent a software process in its different aspects (tech-
nical, organizational and human), at different details levels
(granularity) beyond storing the knowledge acquired in its
past executions. It allows new processes will be defined in
minor time and costs, beyond they will obtain the benefits
from improvements made in the reused processes, what im-
pacts positively the quality of the developed software.

This paper is structured as follows: section 2 presents the
background and related work. Section 3 describes the pur-
pose of this work: it is defined a process model, the reusable
structure for representing processes and storing their knowl-
edge and finally how such structures are described in order
to facilitate their reuse. Section 4 presents an example of
reusing software processes. Conclusions about this work
are carried out on section 5.

2 Background and related works

A software process is a set of policies, technologies and
activities executed by different roles at an organization to
produce or maintain a software product and artifacts[1, 7].
It has to be considered under technical, organizational and
human aspects[3]. The technical aspect comprehends ev-
erything related to representing a software process like ar-
tifacts, technologies, milestones and so on. It consists of
smaller units such as sub-processes, activities and tasks so
that a unit inside this classification may be formed based on
units that are one level below. The organizational aspect de-
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scribes concepts defined by the organization such as roles
played by stakeholders, constraints imposed to the project,
organizational policies and goals. The human aspect is re-
lated to the human resources and skills that an organization
disposes for a process. Despite it may vary substantially
between organizations, it was initially defined on [3] as in-
dividual skills, technical knowledge and experiences.

Another important process’s characteristic is the fact that
during its execution it uses and produces much knowledge,
which can be of different types like descriptions, cases,
lessons learned, ideas, doubts among others[8]. The knowl-
edge related to a process has great value for the organization
because it can improves the software quality to the extent
that members increase their understanding about the pro-
cesses. The importance and benefits of using knowledge
acquired on past processes during definition and tailoring a
new software process are shown on [9] and [10].

Component-based development is a software reuse
method on which the reusable structures are called soft-
ware components. A software component is defined as a
composition unit that represents pieces of software with
requirements, interfaces and context dependencies well-
defined[11, 12]. The term “unit of composition” indicates
that components can be grouped in order to form bigger
and more complex units. Their interfaces specify the ser-
vices provided by the component and perform communi-
cations with other components through the resources ex-
change (required or results from services from other com-
ponents). Lastly a software component does not exist by
itself. It is necessary satisfy a set of conditions, fact known
as context dependence, what allows a component be reused
successfully in its totality (never partially).

Choose the adequate component to reuse is not always
a simple task. Even if there are documentation and de-
scription related to the component, they can be insuffi-
cient for understanding the component’s services. To solve
this problem proposals like [13, 12] try to improve the ex-
pressiveness of a component’s description using concepts
that are well-defined and understood on a context. These
works presents their own ontologies, each one defining their
terms and meanings for representing components’ semantic
knowledge. Therefore the use of ontologies seems to be a
viable solution to describe software components.

3 Process definition through process compo-
nents reuse

To reuse software processes three steps are necessary: a)
define a software process model, b)define a reusable struc-
ture to represent a software process according to the process
model and c)describe this reusable structure on a high ex-
pressiveness level to facilitate its understanding and reuse.

3.1 Software process model

Although technical, organizational and human aspects
describe different characteristics of a process, they must be
considered as being dependents due the fact that decisions
in one aspect may influence the others two. Moreover the
technical aspect determines the detail level for represent-
ing a software process, because it can represents an entire
process or parts of it (activities and tasks). Therefore when
defining a software process these three aspects should be
considered together in order to harmonize them.

Knowledge is also part of software process but it is con-
sidered separately from the process aspects. The knowledge
about a software process is used to describe or register sit-
uations occured in any of its past executions, which may
include one, two or all process aspects. Each knowledge
record in a software process is called knowledge item and
can be of different types. This work considers the knowl-
edge types defined by [8], but allows the organizations de-
fine their own types of knowledge.

Based on these characteristics it was defined as a soft-
ware process model the set of technical, organizational and
human aspects, beyond all knowledge items, as figure 1
shows. The arrow indicates that knowledge items include
the 3 aspects of a software process.

[ [ |
| Technical | |0rgalllzatlona|| I Human |

Knowledge

R
L'Activitien | —lCunﬂrainlu | —|Te|:hni¢:nl knowledge
N

Figure 1. Software process model.

3.2 Software Process Component

A software process component is a reusable structure
for representing a software process adherents to the process
model. It is defined as being: a) units of composition with
interfaces and context dependencies well defined, b) able to
represent the three aspects of a software process indepen-
dent from the details level (processes, activities or tasks)
and c)able to store the knowledge items related to the pro-
cess inside the proper component.

The term “units of composition” indicates that a new
software process will be defined by grouping processes
components. Their interfaces have the role of realizing the
connections and communications between the components
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by exchanging the artifacts produced and consumed by pro-
cesses. Context dependencies are understood as the process
requirements that have to be attended to allow the execution
of services provided by process components. One process
component has variable granularity depending on the details
level for its process representation (if it is a process, activ-
ity or a task). Therefore the size of a process component is
defined by the technical aspect of the software process.

Finally the process component must be able to store var-
ious knowledge items acquired over past executions of the
process represented. As established by the process model,
the process component stores the knowledge within the
component but independent from the aspects.

For component representation it’s used the XML. It is
flexible enough to change or create the constituents of every
aspect or knowledge, in order to suit the specifics character-
istics of an organization. The four large constituents groups
of a process are represented by the tags TechnicalAspect,
OrganizationalAspect, HumanAspect and KnowledgeSet,
each one consisting of tags for descriptions of that aspect.
These tags has type as an attribute which assumes one value
defined in the process model. Organizations can define their
own elements for the aspects or knowledge through new
values that the attribute fype will receive during a process
definition.

Interfaces of the processes components must be well de-
fined to allow connections and communications between
software processes, informing the services and the re-
sources required and provided by them. Such services are
the processes, activities and tasks defined for the compo-
nent while the resources are the software artifacts produced
and required during its execution. The XML structure of a
process component contains specifics tags for representing
such interfaces, services and artifacts.

3.3 Software process component description

In order to facilitate and improve the process reuse, it’s
necessary describe the process component and the elements
that constitute the software process. The component de-
scription is realized by assigning keywords on 23 metadata
(like component name, creation date among others) grouped
on 5 categories. More details can be found on [14].

However the description of process aspects and knowl-
edge items shall be conducted based on ontologies able to
define meaningful concepts for the process context. Each
software process can be reused in different environments,
so the aspects and knowledge descriptions should not be
restricted to only a certain ontology, but it must absorb the
terms defined by any ontologies adopted by the process. For
each item that composes the software process there is a de-
scription performed within the XML tag that represents the
process item and it is filled with a text explaining its signifi-

<?xml version="1.0" encoding="UTF—8"7>

<ProcessComponent date="20/03/2010” author="Andre” collaborator="Pietrobon™>
<TechnicalAspect granularity="task™>
<Technicalltem id="1" name="Identify _.Requirements” type="task™>

The purpose of this task is to identify and capture functional and
non—functional requirements for the system. It is performed by an
Analyst
</Technicalltem>
<Technicalltem id="2" name="Glossary” type="Artifact™
Record the terms used on software process.
</Technicalltem>
<Technicalltem id="7" name="Use—Case.Model” type="Artifact™
This artifact presents an overview of the intended behavior of the
system .
</Technicalltem>
</TechnicalAspect>
<Organizational Aspect>
<OrganizationItem id="5" name="Analyst” type="Role™
Identify and understand problems and opportunities.
</Organizationltem>
</Organizational Aspect>
<KnowledgeSet>
<Knowledgeltem id="6" type="description”™>
The analyst should gather information from domain, identify the
system requirements , capture the actors and use cases scenarios.
</Knowledgeltem>
</KnowledgeSet>
<interface id="10" name="Identify_.Requirements” providedRequired="Provided”™>
<service id="1" name="Identify -Requirements”
numberInputArtifacts="1" numberOutputArtifacts="17">
<artifact id="2" name="Glossary” inputOutput="input”/>
<artifact id="7" name="Use—Case_Model” type="Artifact”/>
</service>
</interface>
</ProcessComponent>

Figure 2. Identify Requirements task component.

cance. This text uses the terms and elements defined by the
ontologies adopted by the process.

The description of elements that constitute the process
component interface can also be performed through con-
cepts defined by the ontology. Therefore these interfaces are
no longer described based on keywords, but in well-defined
and known concepts about the software process. This type
of description facilitates and increases the understanding of
the services provided by the component.

4 Sample process reuse

Considers two typical tasks of a software process: iden-
tify requirements and detailing use-cases scenarios. To-
gether they can form an activity to detail software require-
ments. Considers also that the following terms are defined
by the ontology adopted by the processes: a) Use-Case
model: overview of the intended behavior of the system,
b) Requirements: needs to be provided or opportunities to
be realized and c¢) Scenario: context in which the use case
will be performed.

The components “identify requirements” and “detail use-
case scenarios” tasks are shown on figures 2 and 3. Note
that the terms defined by the ontology are present in the
items descriptions that compose the software processes,
contemplating different aspects, knowledges and interfaces.
For example the term Requirements appears in the descrip-
tion of techinical items in figures 3 and 4, while the term
scenario appears in the description of an item of knowledge.
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<?xml version="1.0" encoding="UTF—8" 7>

<ProcessComponent date="15/02/2010" author="Celia” collaborator="Andre”™>
<TechnicalAspect granularity="task™>

<Technicalltem id="1" name="Detail .Use—Case_.Scenarios” type="task™>
The purpose of this task is to describe use—case scenarios in
sufficient detail to validate understanding of the requirements.

</Technicalltem>
<Technicalltem id="3" name="Use—Case.Model” type="Artifact™>
This artifact presents an overview of the intended behavior of the
system .
</Technicalltem>
</Technical Aspect>
<Organizational Aspect>
<Organizationltem id="2" name="Analyst” type="Role™>
Identify and understand problems and opportunities.
</OrganizationItem>
</Organizational Aspect>
<HumamAspect>
<humanltem id="4" name="Analyst_Skills” type="skill >
Good communication skills , verbally and in writing. Ability to
collaborate effectively with the team.
</humanltem>
</HumamAspect>
<KnowledgeSet>
<Knowledgeltem id="6" type="description™
The analyst should gather information from domain, identify the
system requirements , capture the actors and use cases scenarios.
</Knowledgeltem>
<Knowledgeltem id="4" type="decision™
Andre will perform the ANALYST role in this process.
</Knowledgeltem>
</KnowledgeSet>

<interface id="8" name="Detail _Use—Case_Scenarios” providedRequired="Required”™>

<service id="5" Detail _use—case”
numberinputArt
<artifact id="
<artifact id="3
</service>
</interface>
</ProcessComponent>

numberOutputArtifacts="1">
* name="Use—Case_Model” inputOutput="input”/>
name="Use—Case._Model” inputOutput="output™/>

Figure 3. Detail Use-Case Scenarios task compo-
nent.

In addition, in the interfaces of the components appears the
term Use Case model as input and output artifacts. This
allows that these processes can be described and retrieved
through these terms, which have a specific meaning to the
context of the software in question. Moreover, the use of
the term Use Case model ensures that the artifacts present
in the interfaces are exactly the same for both components.
Interfaces are used to connect and establish communi-
cations between components. So the interface Identify re-
quirementes provides a service which output artifact is a
Use-case Model. Moreover, the interface Detail Use-Case
Scenarios has a service that requires the same artifact Use-
Case model (as defined by the ontology). Based on these
informations in the interfaces, the two components can be
grouped to form the activity of detail requirements.

5 Conclusions

The use of concepts defined by ontologies in process de-
scriptions and knowledge showed be a valid strategy for in-
creasing software quality. Experiments in-vitro presented
that the understanding of stakeholders about the software
process has increased, as the processes used terms and con-
cepts well defined and known by them. This led to errors
reduction during the execution of software processes.

On the other hand the software reuse seems be effective

for the definition of software processes. Reusing software
processes helped the task of define a software process be-
cause it’s based on processes known by the organization.
However the great advantage of this approach appeared
when the two approaches were considered together. It was
possible to define software processes in minor time and
costs with higher quality and stability, due the knowledge
provided a support to development staff. The next step of
this work is to assess the degree of improvement achieved
by the unification of the two proposals for software quality
and compare the results when they are considered alone.
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Abstract: Slow Intelligence Systems are general-purpose
systems characterized by being able to improve
performance over time through a process involving
enumeration, propagation, adaptation, elimination and
concentration. The transform functions of the building
blocks for Slow Intelligence Systems are knowledge
transforms. When the knowledge base is an ontology, the
transforms are ontological transforms. A particularly
important ontological transform is the ontological filter,
which can be used both as the Eliminator and as the
Concentrator. The Propagator can also use ontological
filtering to selectively send messages to other Slow
Intelligence Systems. In this paper the lightweight-plus
ontology formalism will be introduced and adopted. We can
apply the ontological filters to product and service
customization, and to the detection of hot topics and trends
on the Internet.

1. Introduction to Slow Intelligence Systems

We will first introduce the concept of Slow Intelligence and
present a general framework for designing and specifying
Slow Intelligence Systems (SIS). We view SISs as general-
purpose systems characterized by being able to improve
performance over time through a process involving
enumeration, propagation, adaptation, elimination and
concentration [1]. An SIS continuously learns, searches for
new solutions and propagates and shares its experience with
other peers. An SIS differs from expert systems in that the
learning is implicit and not always obvious. An SIS seems
to be a slow learner because it analyzes the environmental
changes and carefully and gradually absorbs that into its
knowledge base while maintaining synergy with the
environment.

We will start with an example. A rose plant in many ways
behaves like an SIS. In the spring it will grow many
branches (enumeration), which interact with the
surrounding environment (propagation) to adjust their
orientation (adaptation). In late spring some branches will
die (elimination), and among the remaining ones only a
handful will be provided with most of the resources to grow
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really tall (concentration). The rose plant not only manages
to survive by reacting quickly to environmental changes
(quick decision cycle) but also ensures the survival of its
species by preserving the strongest branches (slow decision
cycle). These characteristics are the trademarks of an SIS.

We can distinguish Natural SISs and Atrtificial SISs, in that
Natural SISs such as ecosystems [2] are created and
perfected by Nature over time, and Artificial SISs are
intentionally created by Man, usually within a relatively
short span of time. The characteristics of Slow Intelligence
manifest themselves in both Natural SISs and Artificial
SISs. There are a large number of intelligent systems,
quasi-intelligent systems and semi-intelligent systems that
are "slow". Sports training systems [3], [4], online learning
systems [5], intelligent travel planning systems [6],
intelligent health restoration systems [7], 3D reconstruction
systems [8], classifier selection systems [9], [10], and so on
all exhibit some characteristics of SISs.

2. Characteristics of Slow Intelligence Systems

An SIS is a system that (i) solves problems by trying
different solutions, (ii) is context-aware to adapt to different
situations and to propagate knowledge, and (iii) may not
perform well in the short run but continuously learns to
improve its performance over time [1].

The above definition is from the behavioral viewpoint (the
black box approach). One of our goals is to understand the
characteristics and structure of both natural and artificial
SISs (the white box approach).

SISs typically exhibit the following characteristics:

Enumeration: In problem solving, different solutions are
enumerated until the appropriate solution or solutions can
be found.

Propagation: The system is aware of its environment and
constantly exchanges information with the environment.
Through this constant information exchange, one SIS can
also propagate information to other (logically or physically
adjacent) SISs.
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Adaptation: Solutions are enumerated and adapted to the
environment. Sometimes adapted solutions are mutations
that transcend enumerated solutions of the past.

Elimination: Unsuitable solutions are eliminated, so that
only suitable solutions are further considered.

Concentration: Among the suitable solutions left,
resources are further concentrated to only one (or at most a
few) of the suitable solutions.

The above five characteristics are well known to the
Darwinists [2]. The sixth one, on the other hand, is rather
unique for SIS:

Slow decision cycle(s) to complement quick decision
cycle(s): SIS possesses at least two decision cycles. The
first one, defined as the quick decision cycle, provides an
instantaneous response to the environment. The second one,
defined as the slow decision cycle, tries to follow the
gradual changes in the environment and analyze the
information acquired by experts and past experiences. The
two decision cycles enable the SIS to both cope with the
environment and meet long-term goals. Sophisticated SIS

may possess multiple slow decision cycles and multiple
quick decision cycles. Most importantly, actions of slow
decision cycle(s) may override actions of quick decision
cycle(s), resulting in poorer performance in the short run
but better performance in the long run.

Table 1 summarizes the characteristics of some SISs, with
the number of asterisks (0 to 3) indicating the strength of a
characteristic.

3. Structure of Slow Intelligence Systems

Now we can consider the structure of SIS by the
introduction of the basic building block and advanced
building block. Figure 1 illustrates the Basic Building
Block (BBB).

Problem and solution are both functions of time, thus we
can represent the time function for problem as X(t) probien
and the time function for solution as Y(t)sorution- The
timing controller is also a time function timing-control(t).
For the two-decision-cycle SIS, the basic building block
BBB can be expressed as follows:

Enumeration | Propagation Adaptation Elimination Concentration | Multiple Decision
Cycles

Intelligent Travel
planning Systems *kk *k*k *kk *k*k *kk *
[6]
Intelligent health . . . . «
restoration system [7]
3D Reconstruction o - o . o
Systems [8]
Classifier Selection . - - .
System[9, 10]

Table 1- Characteristics of sample Slow Intelligence Systems
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if timing-control(t) == "slow”
then /* timing-control(t) is “slow” */
y(t)solution = Oconcentrate (geliminate (gadapt

(genumerate (X(t) probl em)) ))

else /* timing-control(t) is not “slow” */
y(t)solution = fconcentrate (feliminate (fadapt

(fenumerate(x(t) probl em)) ))

where Oenumerate: gadaptv Oeliminate: and Oconcentrate areé
the transform functions for enumeration, adaptation,
elimination and concentration respectively during slow
decision CyC|eS, and fenumerate, fadapty 1:eliminate, and
Feoncentrate are the transform functions for enumeration,
adaptation, elimination and concentration respectively
during quick decision cycles. Depending upon applications,
the order of these transforms may be altered, and some
transforms may be omitted. Section 6 provides an example
where some of these transform functions are omitted during
quick decision cycles.

An Advanced Building Block can be a stand-alone system
as shown in Figure 2. The major difference between an
ABB and a BBB is the inclusion of a knowledge base,
further improving the SIS’s problem solving abilities.

Since the transform functions of the ABB are influenced by
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nced building block (ABB )

the knowledge base, they are considered to be knowledge
transforms. More specifically, when the knowledge base is
represented by an ontology, the transforms are ontological
transforms. A particular ontological transform emphasized
in our research is the ontological filter. Ontological filters
can be used both as Eliminators and as Concentrators. The
Propagator can also use ontological filtering to selectively
send messages to other SISs. For reasons to be explained
later, an SIS works at its best with a special type of
ontology called lightweight-plus ontology, which will be
described in details in the next section.

4. Lightweight-plus Ontology

To define an appropriate ontology that can be used by SISs
to classify tasks, represent knowledge, acquire information
about the context, improve the interoperability among
subsystems and other information sources and manage
ontology evolution, we propose an intermediate ontology
between the Lightweight Ontology [11] and the
Heavyweight Ontology [12], called the Lightweight-plus
Ontology. There have been many definitions of ontology. A
good definition introduced by the ISO 18629-1 states that
ontology is “a lexicon of specialized terminology along
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with some specification of the meaning of terms in the
lexicon”. A lexicon is a set of symbols and terms. An
ontology is “lightweight” when it includes concepts,
concept taxonomies, simple relationships between concepts
(for example “specialization”, “is a”) and properties that
describes concepts. As an example, an SIS for sensor-based
multimedia information processing can discover that some
sensors are not providing information because they do not
provide the complete view of the scene, and automatically
choose to query the sensors that can provide the whole
scene. In order to do so, the system should have the
knowledge about the real world and the sensors, described
by an ontological knowledge base according to the schema
represented in Figure 3 [13].

As illustrated by Figure 3, this ontological knowledge base
consists of four parts: the sensor part describing the sensors,
the recognition algorithms, the external condition and the
sensible objects part describing objects to be sensed. If
there are no “non-hierarchical relations” (as in the example
illustrated by Figure 3), the ontology can be called a
Lightweight Ontology. An ontology is defined as O = {C, A,
H, Ry, R} where:

e Cisthe concept set. C € C expresses one concept.
In each ontology there is always a root concept

marked as “Thing”. For each C € C there exist a
descendant_nodes set (Cpyn) containing all its
lower_layer concepts, and an ancestry _nodes set
(Can) containing all upper_layer concepts.

e A is the concept attributes set. For ¢ € C its
attributes set is expressed as Ac = {a;, ..., an}
where n is the number of attributes related to c.

e H expresses the concept hierarchy set. The
formalism (c;,c;) means that c; is the sub-concept of
¢j. In other words this set contains is_a relations
among the classes.

e Ry is the set of semantic relations type. Ry =
Rrp U Ryu, where Rrp is the set of predefined
relation type (same_as, disjoint_with, equivalent),
and Ry is the set of user defined relation type. The

formalism (cic;, r) with r € R; means that

between ¢; and c; there is the r relation. The set
RelR+(ci,c;) contains the relation r between ¢; and
Cj.

e R is the set of non-hierarchical relations. The
formalism (ci,cj, r) with € R means that
between c; and c; there is the r relation. The set
Rel(ci,c;) contains the relation r between c; and ;.

In the case of a Lightweight Ontology, there are no Ry or R
sets. Therefore the Lightweight Ontology is defined as: O,
= {C, A, H}. The lightweight ontology is a simple and
basic representation of a knowledge domain and contains
only a general statement of a problem. The lightweight
ontology can be regarded as a sort of taxonomy and a first
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approach to the resolution of various users’ queries.
Obviously it could be complicated by the insertion of new
non-hierarchical relationships that enrich its semantic
expressivity. In this case, a more mathematically rigorous
representation is needed to provide greater confidence that
the real meaning behind terms coming from different
systems is the same. Heavyweight ontologies are
extensively axiomatized and thus represent ontological
commitment explicitly. Axioms help to exclude
terminological and conceptual ambiguities due to
unintended interpretations. Heavyweight ontologies can
have a lightweight version. Many domain ontologies are
heavyweight because they support heavy reasoning.
Therefore, the heavyweight ontologies add axioms, well-
formed formulas in a formal language, and constraints to
lightweight ontologies in order to clarify the intended
meaning of the terms gathered on the ontology. A
heavyweight ontology is defined by Oy = {C, A, H, R, R,
Ax} where Ay indicates the axioms that are in the ontology.
Lightweight and heavyweight ontologies can not be
considered as good solution for an SIS.

Lightweight ontologies propose a simple view of the
domain and do not allow a detailed description of the
interactions among all the components in the domain.
Using a lightweight ontology, users or systems can only
share a very small and simple description of a domain that
might not be useful for the resolution of a problem. On the
other hand, using a heavyweight ontology, users can create
and share very complex domains. However, it is very easy
to have problems defining axioms as well as managing the
ontology. To address these problems, a solution could be
the introduction of a lightweight-plus ontology defined as
O+ = {C, A, H, Ry, R}. By introducing non-hierarchical
relations, a lightweight-plus ontology is more complex and
semantically richer than the lightweight ontology, but it is
not as complex as a heavyweight ontology because there
are no axioms to consider.

Il Y (@’
b, Analyzer i

| Ontological
Filter
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Figure 4 - Search based on Ontological Filtering. Topics
related to keywords are nodes in gray color. The
relations represented by the solid lines are *“non-
hierarchical” while the dotted lines represent
“hierarchical” relations.

Some user requests can be supported by the use of one of
these lightweight-plus ontologies. Although the use of
heavyweight ontologies guarantees the full execution of a
task or a request, it does not assure the optimal solution.
Each of these ontologies enriches its semantic level by the
introduction of new classes, relations, functions, formal



axioms and instances. Such enrichments usually lead to
better satisfaction of user requests. The lightweight-plus
ontology will be the starting point for the definition of an
ontological filtering methodology, which will be explained
in the next sections.

5. The Ontological Filter

When a user searches a web repository that refers to a well-
defined domain, the user usually expresses the query by the
use of keywords. The search is conducted using the
keywords and by counting their occurrences (mutually
exclusive or not) in the documents. This is a simple
syntactic search.

With the ontological filter (Figure 4), the user still searches
using keywords, but the keywords are considered as
attributes of concepts in an ontology. A keyword can be
associated with various concepts. For example, in an
ontology related to sports, the keyword “ball” could be
associated with various kinds of sports. In this way, by the
use of keywords we can navigate the domain through the
topics in an ontology which can be considered as a sort of
sieve for the searching of documents. The system returns to
the user only those documents related to certain concepts in
this ontology. Other documents that do not contain
keywords but are related to the concepts that contain them
will also be selected. This kind of approach can be
generalized to different problem domains. For example, in
the case of a video surveillance system, each component
can be part of some topics and can be identified by some
keywords. Thus the requests of the user can be easily
mapped as a set of topics belonging to an ontology.

A more formal definition of Ontology Filtering can be
developed in the following way. First of all, the
lightweight-plus ontology representing the problem domain
is defined. This ontology can be obtained either from
human experts or through automatic reasoning techniques
to infer the description of the domain by the analysis of
related data. In this way the O, = {C, A, H, Ry, R}
representing the domain of interest is constructed.

The user introduces its query by the use of keywords
Ku={ky}. The following strategy can be applied to build
the lightweight-plus ontology:

Step 1: VK, € K, and € A, add to the set C’* of the

Ontology O’+ = {C’, A’, H’, Ry, R’} the concept C;
belonging to an ontology O.. = {C, A, H, Ry, R}. The set
Aci contains the attributes related to the the concept C; and
is a subset of A.

Step 2: VC, € C' add to the set C’ of the Ontology O’.,

= {C’, A’, H’, R’1, R’} all the concepts C; that share
relations of kind H, Ry and R with the nodes C;. These
relations are inserted in the sets H’, R’y and R’ and all the
attributes of the various C;

At the end of these two steps the O’ ., = {C’, A’, H’, Ry,
R’} is the lightweight-plus ontology that expresses the
domain according to the requests of the user. In this way
the ontological filter can be developed: in fact all the
“objects” that are in the complete domain represented by
the O, can be filtered by the use of the ontology O’..
obtaining only the objects that user needs (Figure 5).

Figure 5 - In this figure three layers are shown. The lower layer contains the items that are in the domain, which is
represented by the lightweight-plus ontology in the middle layer. The upper layer contains the keywords that are
related to the concepts in the lightweight-plus ontology. On the left, the full structure is illustrated. On the right, the
structure is illustrated where the user introduced some keywords (upper layer) that are related to some topics (the
nodes in gray color) in the lightweight-plus ontology (the middle layer), so that some “items” in the lower layer can be

selected.
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The ontological filtering approach can be applied to process
the user’s request by determining all the “items” needed for
the resolution of a query. This approach can be combined
with the SI approach and to implement the Adaptor and the
Eliminator blocks (Figure 6). The Adaptor block aims to
the adaptation of the system acquiring information on the
context where it is working. The Eliminator selects the best
methodologies and items to solve a problem according to
the information acquired in the previous phases from
experts and past experiences. The ontological filtering
approach and in particular the previous described
methodology can be used to implement the functionalities
of these two blocks. In fact after the first stage of a Slow
Intelligent System, namely the Enumeration Block, the full
domain, related to the problem, can be explained by the use
of a lightweight-plus ontology. In order to obtain a solution,
the system has to adapt the domain to the environment
where the problem is located and to choose one of the
possible solutions. Ontological filtering works as follows:
by analyzing the user requests the ontological filter can
obtain information about the environment and choose only
those objects in the domain that are useful for the resolution
of the problem.

As an application to distributed multimedia systems, in a
video surveillance system the request “send an alarm
message each time a vehicle exceeds the speed of 60 mph
in the evening period” can be managed in the following
way: the system can extract the following keywords:
“evening” “vehicle” “exceed” “speed” “60 mph”. In this
way a subset of the lightweight-plus ontology describing
the full domain can be extracted. In particular, information
on the environment can be extracted (for example the
evening period) and also information on technologies and
methodologies for the resolution of the user query (the
system has to track a vehicle and measure its speed by the
use of sensors). Thus the components, the work conditions
and how they have to work are obtained using the
relationships in the lightweight-plus ontology.
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In addition to applications to distributed multimedia
systems, another kind of application will be briefly
described in the following section.

6. Application to Product & Service Customization

The ability to create customized product and service
configurations fulfilling user’s needs is a major goal sought
after by many companies, especially in the design and
implementation of web-based services that allows users to
create and customize in a simple and intuitive way a
preferred product and/or preferred services [14], [15]. To
define a common vocabulary that opens possibilities such
as the ability to express customer requirements correctly
and to exchange knowledge, we can exploit the ontological
formalism.

Following the Slow Intelligence approach, we can design
an ontology-based product and service customization
system that maximally satisfies users’ needs starting from
the desired requirements, the available components, the
context information and previously obtained similar
configurations. This system is built around the SIS
component infrastructure, and finds the preferred candidate
configuration through a process of enumeration,
propagation, adaptation, elimination and concentration.
Figure 7 illustrates the framework. This system is
composed of SIS blocks that are ontological transforms to
configure customized products and services. The following
main SIS blocks are identified:

e Enumerator Block: This block has as inputs the user
request and the product definition and as output the
ontology O’ ap. It has two ontology builder
components as well as comparison, merging and
simplifier modules. As the output of this block, the
ontology representing a first rough version of the
customized product is obtained.
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e Adaptor Block: This block has as inputs the ontology
O’ap, representing a first rough version of the
customized product, and the information about the
context and as output the ontology O’ ap. It has as
components an ontology builder as well as a
comparison, merging and simplifier modules. As the
output of this block, the ontology representing a
context-adapted product is obtained.

e Eliminator Block: This block has as inputs the
context-adapted ontology O’ ap and product ontologies
developed in the past by other similar PCSs that work
in other part of the system. The aim of this block is the
tuning of the ontology O’ ap according to the previous
configurations obtained in similar contexts. The output
of this block is the ontology Oap that represents the
adapted product.

e Concentrator Block: this block has as inputs the
ontology Oap and as output the configuration of the
product. The aim of this block is the generation of an
XML file representing the ontology of the customized
product.

Let Ur and Up represent the user request and product
definition respectively. The configuration problem CP is
formulated as a composition of ontological transforms:
FC(FEL(FA(FEN(URx Up)))), where FeL and Fc can be
implemented as ontological filters. The proposed system
can follow either a slow or a quick decision cycle. The
previous formulation can be defined as the slow process,
while the quick process can be defined as a simplified
sequence of ontological transforms: Fc(Fen(Ug, Up)).

We have successfully employed this approach for
configuring personal computers [16]. The selection task is
accomplished according to the information furnished by the
user (i.e. select the less expensive components), by the
comparison of previous configuration furnished in the past
and by the rules codified in the ontology (i.e. an Intel
processor needs an Intel motherboard). At the end of the
process, the system generates an XML file containing the
final configuration of the personal computer. The graphical
user interface presents this file to the customer, in a user-
friendly manner, giving the user the opportunity to check
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the correctness of the configuration. The final configuration
of the product can use the same XML file. Experimental
results demonstrate the ability of the Product Configurator
to acquire new knowledge over time vyielding in an
improved product configuration [16].

The above approach is also applicable to detecting
emerging trends of hot topics on the web [17]. For example,
if a new device in personal health care to painlessly
measure blood sugar level appears on the market, it will be
discussed a lot in the newspapers, TV/radio talk shows and
on the web. The IDEAS advanced research projects group
at the Institute for Information Industry in Taiwan is
applying slow intelligence techniques to this data mining
problem. Another application is in network management
[18]. The SIS network manager acquires information from
the various network hosts according to SNMP standard, and
then applies slow intelligence techniques to solve network
management problems. Initial experimental results confirm
the feasibility of this approach [18].

7. Conclusions

In summary, the SISs are general-purpose systems
characterized by being able to improve performance over
time through a process involving enumeration, propagation,
adaptation, elimination and concentration. The transform
functions of the building blocks for SISs are knowledge
transforms. When the knowledge base is an ontology, the
transforms are ontological transforms. A particularly useful
ontological transform is the ontological filter, which can be
used to implement both the Eliminator and the Concentrator
following the slow intelligence approach.

In this paper we presented in details lightweight-plus
ontology and the ontological filter. A lightweight-plus
ontology combines the hierarchical relationships of a
lightweight ontology with the semantic relationships of
heavyweight ontology, but without the complexities of the
semantic reasoning provided by the axioms.  The
lightweight-plus ontology is thus easier to work with for
representing knowledge bases and problem domains in SISs.



To support the transformation functions of SIS components,
the paper presents the ontological filter. With ontological
filters, SIS components are able to prune the ontologies by
identifying the attributes in the concepts matching the
required keywords. Using the semantic relationships
provided by the lightweight-plus ontology, the pruning of
the ontology is able to keep those concepts that either
match the keywords directly as well as indirectly, by a
semantic relationship.

This paper also described briefly conceptual models for
using ontology filtering as well as lightweight-plus
ontology to product and service customization, and to the
data mining of hot topics on the Internet. Ontological
filtering can be applied in other areas as well. Further work
includes applying these concepts in multimedia query
processing where data fusion of sensor data must be
analyzed as well as its use as part of the Propagator in a SIS
to selectively send messages to other SISs.
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Abstract N ;;*
Chang [2] argues that slow intelligence is a property ° Y
shared by a surprisingly large number of intelligent sys-
tems, and presents examples in scenarios of multimedia s \

data query and mission control in crisis management sys-

tems. This paper strengthens this argument by showing that

human infant’s object tracing can be understood as a slow
intelligence and be simulated in this framework. We first in-
troduce an experiment on infant’s capability of object trac-

ing, and present two rules in psychology which govern ob-
ject tracing results under certain conditions, namely, the
rule of minimal spatial transformation and the rule of cate-

gorical continuity. We review related works and reduce ob-
ject tracing problems into the problem of object mapping.
We show that the following capabilities can be simulated in
the slow intelligence framework: the capability of acquiring

_—
>
C D
Figure 1. Two ways to observe the changing

from Pane | A to Panel B lead to different in-
terpretations

knowledge about one scene, and the capability of mapping

object between scenes. An experiment result is briefly out
lined. Some discussions and outlooks are presented.

1 Introduction

Though human adults can play football, pick out fresh
apples in grocery, and enjoy f Ims, newly born infants have
diff culty in tracking moving objects. Carey [1] presents an
interesting example about object tracing as follows: at frst
you look at Panel A, then close your eyes for 5 minutes;
when you open the eyes again, you see Panel B (instead
of Panel A). In this case, you will understand that the bird
has f own from upper-left to bottom-right and the rabbit has
moved from bottom-left to upper-right. Imagine the situ-
ation as Carey [1, p.72-73] described as follows: imagine
that the center is new a fixation point, and Panels A and B
are projected one after the other onto a screen while you
maintain fixation on the common poiatd the timing of
the stimuli supports apparent motioWhat would happen?
You will see a bird moves from upper-left to upper-right and
turns out to be a rabbit and a rabbit moves from bottom-left

to bottom-right and turns out to be a bird, as illustrated in
Figure 1. Two rules were drawn by psychologists for object
tracing: one is that only objects in the same category are
traced; the other is that objects are so traced that the spatial
difference between the two scenes is minimal. One privi-
leges spatial information leading to the object tracing result
in Panel D, the other privileges the category (or property)
information, leading to the object tracing result in Panel C.
There are lots of research works carried out by psycholo-
gists to explore infants’ object tracking problems, see [11]
and [1] for a review. In this paper, we focus on the compu-
tational simulation of these two object-tracing rules in the
framework of slow intelligence.

The philosophy we follow is a developmental perspec-
tive, such that adults’ intelligence system is developed from
infants’, and infants’ intelligence system is developed from
the state that they even cannot trace moving objects. This
also explains why we are interested in the possibility to
simulate object tracing — It is one of the early stages to-
wards simulating human intelligence. Chang [2] observes
that almost all of the intelligence systems in nature, includ-
ing roses, have, in his terminology, slow intelligence. He
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explains its functional defnition as follows: it is the ca-
pability to solve problems by trying different solutions, to
adapt to different situations and to propagate knowledge;
with slow intelligence an agent may not perform well in
the short run but continuously learns to improve its perfor-
mance over time. A slow intelligence syste8IS) consists
of function models as follows: enumeration, propagation,
adaptation, elimination, and concentration. The framework
of slow intelligence system is illustrated in Figure 2. If his
argument is sound, the SIS frame shall be used to simulate
human cognitive activities.

The aim of this paper is to show the possibility of sim-
ulating an object tracing problem in the framework of slow
intelligence system (SIS). The rest of the paper is structured
as follows: Section 2 analyzes the object tracing problem
and brief'y reviews some related works; section 3 and sec-
tion 4 show that knowledge acquisition from static scene
and between scenes can be both understood in the slow in-
telligence framework; section 5 outlines an experiment re-
sult which simulates the scenario of Figure 1.

2 Object tracing problem

A universe without objects .. .is a world in which
space does not constitute a solid environment but
is limited to structuring the subjects very acts;
it is a world of pictures each one of which can
be known and analyzed but which disappear and
reappear capriciously.

Piaget [12, pp.3-4]
Human infants can not see constant objects when they

are newly born. For a spatial change of an object from loca-
tion A to B, they will believe two objects, one disappears in

location A and one appears in location B [12]. The object
tracing problem can be stated as follows: an agent perceives
a sequence of snapshots of the scenes, how can he inte-
grate them into a spatial-temporal whole, such that location
changes of objects would be understood as objects’ move-
ments? A typical situation is to see a f Im: We have no diff -
culty in tracing objects and constructing continuous spatial-
temporal changes among the motion pictures. In this paper
we focus on the simplest situation in object tracing: Sup-
pose an agent perceives two different pictures, e.g. Panel A
and Panel B in Figure 1, how shall he map objects between
the two pictures, so that mapped objects shall be recognized
as the same instance and spatial differences between them
shall be understood as spatial motion? For the example as
illustrated in Figure 1, an agent might understand, the bird
has flown from upper-left to bottom-righir the bird has

flown from upper-left to upper-right and turned out to be a

rabbit. This suggests two sub-tasks for object tracing: one
is object recognition, e.g. an agent recognizes birds and rab-
bits, the other is object mapping, either a bird is mapped to
another bird located somewhere else, or a bird is mapped to
arabbit. Object recognition can be achieved with one scene,
while object mapping is a reasoning process between two
scenes. Therefore, we approach to the object tracing prob-
lem in two phases: the frst phase is to retrieve knowledge
from one scene, the second is to map knowledge between
two scenes. Before showing that both problems can be ap-
proached in the framework of slow intelligence system, we
review some related works.

2.1 Knowledge of abjects

We look at scenes and recognize objects. Our visual sys-
tem is capable of recognizing objects from stimuli. Psycho-
logical research shows that objects are recognized frst at a
particular level of abstraction. In particular Rosch and her
colleagues [14] found that categories within taxonomies of
objects are structured such that there is generally one level
of abstraction at which humans fnd it easiest to name ob-
jects and recognize them the fastest, namely “basic level
category”. Basic level of abstraction is the level at which
categories carry the most information, possess the highest
cue validity, and are, thus, the most differentiated from oth-
ers. Jolicoeur and his colleagues [8] found that every object
has one particular level at which contact is made frst with
semantic memory. This level corresponds to the basic level
in most cases. That is, the task of recognizing objects is a
task of categorization.

2.2 Knowledge of static spatial relations

Knowledge of spatial relations has been researched with
fruitful results. To name a few, Tolman [16] proved the exis-
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tence of mental spatial representations by serial experiments
with rats. Piaget and Inhelder [13] found that human ba-
bies acquire the three types of relations in a specif ¢ order:
topological relations, orientation relations, and distance re-
lations. Carey [1] noted that infants f rst make a categorical
distinction between contact and non-contact. Dong [4] for-
malized a qualitative spatial knowledge representation for
scenes, in which the connection relation is primitive, and
other qualitative spatial relations are developed.

2.3 Relations between knowledge of scenes

Object tracing problem can be addressed as an object-
mapping problem between two scenes. Given knowledge
representations of two scenes, how shall be objects in one
scene mapped to objects in the other? Two rules adopted in
this paper are that the rule of minimal spatial transforma-
tion (spatiotemporal information) and the rule of categori-
cal continuity (feature information). With the two rules it
is quite easy to explain the result shown in Panel C, Figure
1. To explain the result of apparent motion shown in Panel
D, Figure 1, our hypothesis is that object recognition and
spatial mapping are two separate cognitive routines, each
corresponds to one rule: If they work in parallel, the rou-
tine of spatial mapping would be faster and deliver results
before that of object recognition. Or, the routine of spatial
mapping has the primacy over that of categorization, i.e.
[15]. In either case, spatial mapping routine works with un-
recognized objects, and later these un-recognized objects
are labeled with names.

3 Acquiring spatial knowledge of a scene

In this section we show how to acquire spatial knowledge
of a scene within the slow intelligent framework.

Dong [5] argued that three kinds of spatial relations can
be developed by the connection relation with three axioms
as follows.

1. Vz [C(z,z))
2. Vzy [C(z,y) = C(y, )]
3. Va,y[C(z,y) — Vz3z[z € z A C(x, 2) A C(z,y)]]

where z, y, and z are regions in one scene, z is the category
of region z. C(x,y) is read as ‘region x and region y is
connected’, and means ‘one region, = or y, and the closure
of the other share a common point’, i.e. [9].

The frst two axioms are trivial. The third axiom is the
characteristic property of the connection relation, which can
be interpreted inside of the slow Intelligence framework as
follows: the problem is whether x and y are connected. If
an agent with slow intelligence fnds one category of re-
gion, such that for each region in this category it cannot

In appendix, an experiment is brief'y outlined.

Figure 3. Knowledge that object C is nearer
to Objec t A than to Object B can be acquired
inside of the slow intelligence framework

connect with both of the two regions, he will conclude that
2 and y are disconnected from each other. That is, uni-
versal and existential quantif cations in the logical formula
serves as the enumerating process. With Vz a SIS agent
will enumerate each region category z and with 3z[z € z]
he might still enumerate all regions z in region category z.
The enumerating process generates values of variables for
the predicates. Interpretations of predicates are determined
within applications (the adaptation phase in SIS). For ex-
ample, in general topology, two regions being connected is
interpreted as one region and the closure of the other share a
common pointPredicates flled with variable values serve
as the elimination phase, for an agent can make decisions
on whether the enumerating process shall continue or the
problem is solved. After the problem solving process the
SIS agent will concentrate on a simple relation between x
and y: being connected, or disconnected.

The near extension of a by e, written as a°, is def ned as
the region z such that for every region w, z connects with w,
if and only if there is a region eg in the same category as e
such that e connects both with x and w. This can also be in-
terpreted inside of the slow intelligence framework: frstly,
enumerating all possible locations of e, then eliminating
those that disconnect from a, at last concentrating on the
space of a plus those regions in the category e which con-
nect with a.

aedész[Vw[C(w, z) = Jegleg € e A C(z,e9) A Cleg, w)]]

In Figure 3, we know that object a is nearer to object
b than to object c¢. This can be formally defned as that
the near extension af; by objecte connects with object
b while disconnects from objeet wherea; is the near
extension of object by regione. That is, C((a®)¢,b) A
—C((a®)®), ¢). Therefore, distance comparison can also be
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Figure 4. A slow intelligent system knows
neither birds nor rabbits. When it perceives
this scene, what it knows is two instances of
the unknown object category, one is located
upper-left, the other is located bottom-left
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acquire d within the slow intelligence frame-
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Figure 6. Project the two scenes in Figure 1
togethe r, objects are named by its category,
original scene name
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Figure 7. If a SIS agent can not distinguish
birds fr om rabbits, it will believe that the bird
in Panel A moves left and turns out to be a
rabbit, and that the rabbit in Panel A moves
left and turns out to be a bird

interpreted within the slow intelligence framework. Imag-
ine that a slow intelligent agent (SIS) perceives Panel A in
Figure 1, as illustrated in Figure 4, it can perform near ex-
tensions of the two objects, respectively, and this SIS agent
would know that the bird is nearer to the upper-left side than
to the bottom-right side, the rabbit is nearer to the bottom-
left side than to the upper-right side, as illustrated in Figure
5.

As distance relations can be developed based on the con-
nection relation, [3] and [6], and orientation relations can
be understood as the distance comparison [7], we conclude
that both distance relations and orientation relations can be
interpreted in the slow intelligence framework.

4 Acquiring spatial knowledge between
scenes

The spatial knowledge between scenes can be acquired
by projecting the second scene onto the frst one, and map-
ping objects in two scenes by minimizing the total cost of
spatial transformations within the same object category. For
example, we can project the two scenes in Figure 1 together,
as illustrated in Figure 6. If we are capable of recognizing
birds and rabbits, we will map the bird originally in the frst
scene to the bird originally in the second scene, and map the
rabbit originally in the frst scene to the rabbit originally in
the second scene. To ease the object reference, we name
each object by its category and its original scene name,
e.g. <bird,A> refers to any bird from scene A, <rabbit,B>
refers to any rabbit from scene B.

Imagine that a slow intelligent agent (SIS) is in a very
early stage that it does not know what birds or rabbits look
like. When this SIS perceives Panel A in Figure 1, as il-
lustrated in Figure 4, it only know there are two unknown
objects with the name: <UNKNOWN,A>. When Panel A
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suddenly change to Panel B, it perceives two unknown ob-
jects located differently. Then with the condition of mini-
mizing the total cost of spatial transformation, mapping two
objects of the same category in Panel A to the two objects in
Panel B would lead to the conclusion that the bird in Panel
A is mapped to the rabbit in Panel B and that the rabbit in
Panel A mapped to the bird in Panel B, as illustrated in Fig-
ure 7.

Let us make the scene-mapping problem clearer and
show how it can be approached in the slow intelligence
framework. From one scene, an agent acquires knowledge
of objects in the scene and spatial relations among them.
This knowledge, under certain conditions, can be repre-
sented in a graph structure G =< V, E >, the node set
V = {v1,vq,...,v,} represents objects in the scene, each
v; has two kinds of information: its recognized category,
v;.category, and its location in this scene, v;.1ocation.
The edge set E = {eq,eo,...,e,} represents spatial re-
lations among these nodes. The scene-mapping problem
might turn out to be the graph mapping problem: Given
two graphs G =< Vi, B1 > and Go =< V5, Fs >, fnd a
mapping f : V4 — Vs such that v and f(v) are of the same
category and that the sum of trans(v;, f(v;)) reaches mini-
mum, trans(u, w) represents the spatial transformation be-
tween v and w. The minimum-fnding task can be ap-
proached in slow intelligence framework as the procedures
of enumerating, adapting, eliminating, and concentrating.
That is, enumerating a possible mapping f;, adapting to real
environment, eliminating f; if its total transformation is not
minimum, and concentrating on the f,inimum. Based on
Sfminimum, @ SIS will interpret location difference between
mapped objects as movements.

5 Experiment result

We implemented a simple slow intelligence system
which simulates two object tracing results in Figure 1. To
simulate the f rst result in Figure 1, we create scene one with
the frst object Bl RDlocated at (1, 5) and the second ob-
ject RABBI T located at (1, 1) , and scene two with the f'rst
RABBI T located at (5, 1) and the second Bl RDlocated at
(5,1). The object-tracing result is illustrated in Figure
8. If the slow intelligence system can not distinguish birds
from rabbits, that is, we set all the object categories into
UNKNOWN, the object-tracing result is illustrated in Figure
9.

The computational complexity of this implementation is
O(n!) with regards to the maximum object numbers n in
scenes, therefore, it is indeed a slowsystem.

In this simulation, the knowledge representation of a sin-
gle scene is simplifed. For example, object locations and
distances between objects are only represented in quanti-
tative forms, though, spatial knowledge acquired through

BIRD uiéh Index B located at ¢1.5)>
RABBIT with Index 1 located at (1.1

Scene 2:
RABBIT with Index B located at (5,52
BIRD with Index 1 located at ¢5.1>

In Scene 1:
=*#=xBIRD with Index @ located at (1.5

moved to the object with index 1 in the next scene
=*#=xRABBIT with Index 1 located at <(1.1>

moved to the object with index B in the next scene

In Bcene 2:
This iz the last scene.

Figure 8. A slow intelligence system with the
capabil ity of recognizing birds and rabbits
traces objects’ moving in Figure 1

“with Index @ located at €1.%2
with Index 1 located at <1.1>

-uith Index A located at (5.5

with Index 1 located at ¢5.1>

In Scene 1:
[ I[NKNOWUN with Index B located at (1,52

moved to the object with index B in the next scene
P INKNOWN with Index 1 located at (1.,1>

moved to the object with index 1 in the next scene

In Scene 2:
This is the last scene.

Figure 9. A slow intelligence system with no
capabil ity of recognizing birds and rabbits
traces objects’ moving in Figure 1
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perception is neither metrical nor complete, rather qualita-
tive and with distortions. Qualitative or uncertain spatial
knowledge shall be considered in the future.

6 Conclusions and outlooks

Object tracing is one of the most important intelligent
capabilities which infants developed in the early stage. We
show that slow intelligence system (SIS) framework can be
applied to simulate the decision process of object tracing.
We argue that SIS framework can be applied to simulate
human cognitive system.

Future work includes using SIS framework to simulate
more core human cognition [1], and to connect with existing
works in multimedia information processing, e.g. query on
spatial-temporal data [10].
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Abstract

Networks and distributed computing systems are becoming
increasingly important and at the same time, more and more
critica to the world of Information Technology. This rash
spread, however, resulted in increased difficulty in
configuring and managing networks. In particular the tasks
of configuration management for IP network devices are
becoming more and more difficult and the Simple Network
Management Protocol is not able to manage very complex
scenarios. Over the past years much efforts has been given
to improve the lack of Simple Network Management
Protocol and a promising approach involves the use of
Ontology. This paper introduces a novel approach to the
network management based on the use of the Slow
Intelligence System methodologies and ontology. Slow
Intelligence Systems is a genera-purpose systems
characterized by being able to improve performance over
time through a process involving enumeration, propagation,
adaptation, €imination and concentration. A Slow
Intelligence System continuously learns, searches for new
solutions and propagates and shares its experience with
other peers. So the proposed approach aims to develop a
system able to acquire, according to an SNMP standard,
information from the various hosts that are in the managed
networks and apply solutionsin order to solve problems. To
check the feasibility of this model first experimental results
in a possible scenario are showed.

1. Introduction

Networks and distributed computing systems are becoming
increasingly important and at the same time, more and more
critical to the world of Information Technology. This rash
spread, however, resulted in increased difficulty in
configuring and managing networks. In fact there is an
emergence of diverse network devices and it has become
greatly difficult to configure those multifarious network
devices with a manual work. The concept of network
management is quite articulated. It involves activities such
as the identification and management of various devices,
monitoring their performance and much more. So efficient
and intelligent configuration management techniques are
urgently needed to configure these devices with automation
or semi-automation [1]. A solution for this problem can be
the adoption of the Simple Network Management Protocol
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(SNMP). The SNMP manages network hosts such as
workstations or servers, routers, bridges and hubs to a
central computer that runs the network management
software. SNMP performs management services through a
distributed architecture of systems and management agents.
Since network management is critical for both the control
for managing resources, SNMP can be used to:

o Configure remote devices: the management system can
send configuration information to each host on the
network.

e Monitor network performance: you can track the
processing speed, network speed and outcome data
transmissions.

e Detect network failures or unauthorized access. the
management system can detect the occurrence of
certain events on specific network devices. Activating
an alarm, the device management system sends a
message indicating the event occurred. Common types
of adarms are activated and start down a device when
an error connecting to a router and in case of
unauthorized access.

e Check the network: the management system can
monitor both the entire network to identify users or
groups that access, use and specific types of devices
and network services.

Since its introduction in the late 1980s the SNMP showed
good performance in monitoring for fault and performance,
but it is very hard to use in managing large networks. In
fact SNMP structure of management information (SMI) or
Next Generation Structure of Management Information
(SMIng) is insufficient to represent hierarchical network
configuration data. SNMP, besides, supports with
difficulties several high-level management operations
required by network configuration tasks. On the other hand
as previously said the network management is a hot topic
and there is a real interest in the development of an
effective methodology. In literature ontology is considered
a good way for supporting the network management and
many papers deal with ontology based methodologies for
network management. In particular they propose ontology
as a layer able to improve the interoperability among
devices and operators. In this sense [2] proposes an
ontology driven approach to the semantic interoperability
problem in the management of enterprise service. Another
interesting approach is in [3], which proposes an
improvement of the current network management methods



with the application of formal ontologies techniques. In
particular it introduces a management information meta-
model integrating all the information that currently belongs
to different management model used to interoperate with
the managed resource. Another advantage related to this
approach is the ability to include basic semantic behavior
for a manager to monitor and control these resources. This
paper introduces a novel approach to the network
management based on the use of the Slow Intelligence
System methodologies [4] and ontology. The proposed
approach aims to develop a system able to acquire,
according to an SNMP standard, information from the
various hosts that are in the managed networks and apply
solutions in order to solve problems. In particular the
proposed system can handle multiple networks and adopt
solutions that have proved successful in some other context.
By the use of ontologies the system will be able to choose
the right action to take when some hosts send SNMP alerts.
The use of the Slow Intelligence System approach will
allow the system to automatically infer the actions to take.
This paper is organized as follows. The next section
introduces the dow intelligence systems approach. The
second section describes the ontology. The third section
explains why a Slow Intelligence System needs Ontology to
work a his best while the third section describes the
proposed system. The last section introduces the first
experimental results.

2. What is a Slow Intelligence Systems

We will first introduce the concept of Slow Intelligence and
present a genera framework for designing and specifying
Slow Intelligence Systems (SIS). We view Sow
Intelligence Systems as general-purpose  systems
characterized by being able to improve performance over
time through a process involving enumeration, propagation,
adaptation, elimination and concentration [4]. A Sow
Intelligence System continuously learns, searches for new
solutions and propagates and shares its experience with
other peers. A Slow Intelligence System differs from expert
systems in that the learning is implicit and not always
obvious. A Slow Intelligence System seems to be a dow
learner because it analyzes the environmental changes and
carefully and gradually absorbs that into its knowledge base
while maintaining synergy with the environment. A slow
intelligence system is a system that (i) solves problems by
trying different solutions, (ii) is context-aware to adapt to
different situations and to propagate knowledge, and (iii)
may not perform well in the short run but continuously
learns to improve its performance over time [4]. Slow
Intelligence Systems typically exhibit the following
characteristics:

Enumeration: In problem solving, different solutions are
enumerated until the appropriate solution or solutions can
be found.
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Propagation: The system is aware of its environment and
constantly exchanges information with the environment.
Through this constant information exchange, one SIS may
propagate information to other (logically or physicaly
adjacent) SISs.

Adaptation: Solutions are enumerated and adapted to the
environment. Sometimes adapted solutions are mutations
that transcend enumerated solutions of the past.
Elimination: Unsuitable solutions are eliminated, so that
only suitable solutions are further considered.
Concentration: Among the suitable solutions left,
resources are further concentrated to only one (or at most a
few) of the suitable solutions.

The sixth one, on the other hand, is rather unique for SIS:
Slow decision cycle(s) to complement quick decision
cycle(s): SIS possesses at least two decision cycles. The
first one, defined as the quick decision cycle, provides an
instantaneous response to the environment. The second one,
defined as the slow decision cycle, tries to follow the
gradual changes in the environment and analyze the
information acquired by experts and past experiences. The
two decision cycles enable the SIS to both cope with the
environment and meet long-term goals. Sophisticated SIS
may possess multiple slow decision cycles and multiple
quick decision cycles. Most importantly, actions of slow
decision cycle(s) may override actions of quick decision
cycle(s), resulting in poorer performance in the short run
but better performance in the long run. Now we can
consider the structure of SIS by the introduction of the
basic building block and advanced building block. Figure 1
illustrates the Basic Building Block (BBB).

Environment

Enumerator H Adapror H Eliminator H
¥ — 7

Concamrator

Mw%ﬂ—a

ﬁ Solution

:

Timing
"1 Conuoller

____________________

’_0_‘

Environment

Figure 1 The basic building block BBB

Problem and solution are both functions of time, thus we
can represent the time function for problem as
X()probtens and the time function for solution as
Y(t)sotution- Thetiming controller is also atime function
timing-control(t). For the two-decision-cycle SIS, the basic
building block BBB can be expressed as follows:

if timing-control(t) == "slow"”
then /* timing-control(t) is “slow” */
y(t) solution = gconcentrate (gel iminate (gadapt
(genumerate (X (t) prob Iem) ) ) )
else /* timing-control(t) is not “slow” */
y(t) solution — fconcentrate (fel iminate (fadapt
(fenumerate (X (t) prob Iem) ) ) )



where Oenumerates gadapta Oeliminater and Oconcentrate A€ the
transform  functions for enumeration, adaptation,
elimination and concentration respectively during slow
decision CyC| €S, and fenumerata fadapti feliminate’ and foonoentrate are
the transform functions for enumeration, adaptation,
elimination and concentration respectively during quick
decision cycles. An Advanced Building Block can be a
stand-alone system as shown in Figure 2. The major
difference between an ABB and a BBB isthe inclusion of a
knowledge base, further improving the SIS's problem
solving abilities.
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Figure 2 The advanced building block BBB

3. Why a Slow
Ontology?

Intelligence System needs

The definition of ontology is still a challenging task [5].
The term ‘ontology’ has its origin in the Greek word
‘ontos’, which means ‘being’. So in this sense ontology
could be defined as a branch of philosophy dealing with the
order and structure of redity. In the 1970s ontology came
to be of interest in the computer science field. In particular
the artificial intelligence community started to use the
concept in order to create a domain of knowledge and
establish formal relationships among the items of
knowledge in that domain for performing some processes
of automated reasoning, especially as a means for
establishing explicit formal vocabulary to be shared among
applications. The term ‘ontology’ was first used in the
computer science field by Gruber who used the term to
refer to an explicit specification of a conceptualization [6].
The use of this term is rapidly growing due to the
significant role it plays in information systems, semantic
web and knowledge-based systems, where the term
‘ontology’ refers to “the representation of meaning of terms
in vocabularies and the relationships between those terms”
[7]. Also this kind of definition is till satisfactory for each
field where ontology can be applied and so perhaps a good
practical definition would be this: “an ontology is a method
of representing items of knowledge (idess, facts, things) in
a way that defines the relationships and classification of
concepts within a specified domain of knowledge® [5].
Following this point of view, ontologies are “content
theories’, since their principa contribution lies in
identifying specific classes of objects and the relations that
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exist in some knowledge domains [8]. Ontologies can be
classified into lightweight and heavyweight ontologies [9].
Lightweight ontologies include concepts, concept
taxonomies, simple relationships between concepts (such as

specialization “is &) and properties that describes
concepts. Heavyweight ontologies add axioms and
congtraints to lightweight ontologies. Axioms and

constraints clarify the intended meaning of the terms
gathered in the ontology. Commonly ontology is defined as
O ={C, A, H, Ry, R} where:

e Cisthe concept set. ¢ € C expresses one concept and
in each ontology there is ever aroot concept marked as
“Thing”. In particular for each C € C there exist a
descendant nodes set (Cpn) containing all its under
layer concepts and an ancestry nodes set (Can)
containing all upper layer concepts

e A isthe concept attributes set. For C € C its attributes
set is expressed as Ac = {&, ..., &} where n expresses
the number of attributesrelated to ¢

e H expresses the concept hierarchy set. The formalism
(ci,c;) means that ¢ is the sub-concept of ¢;. In other
words this set contains the is_a relations among the
classes.

e Ry is the set of semantic relations type. Ry =
Rrp Y Rry. Ryp means the set of predefined relation
(same_as, disjoint_with, equivalent) while Ryy means
the set of user defined relation type. The formalism
(c,g, 1) with r € R; means that between ¢ and ¢
there is the r relation. The set RelRy(ci,¢j) contains the
relation r between ¢; and ¢

e R is the set of non-hierarchica relations. The

formalism (c;,g;, r) with r € R means that between ¢;
and ¢ there is the r relation. The set Rel(c;,c;) contains
the relation r between ¢ and ¢

In the case of a Lightweight Ontology there are no Ry or R
sets, therefore, the Lightweight Ontology is defined as: O,
={C, A, H}. Therefore, the lightweight ontology is avery
simple and basic representation of a knowledge domain and
contains only a very genera statement of a problem. The
lightweight ontology can be viewed as a sort of taxonomy
of the scenario and a first approach to the resolution of
various users queries. Obviously, it could be complicated
by the insertion of new non-hierarchical relationships that
enrich its semantic expressivity. In this case, a more
mathematically rigorous representation is needed to provide
greater confidence that the real meaning behind terms
coming from different systems is the same. Heavyweight
ontologies are extensively axiomatized and thus represent
ontological commitment explicitly. Axioms help to exclude
terminological and conceptual ambiguities due to
unintended interpretations. Heavyweight ontologies can
have a lightweight version. Many domain ontologies are
heavyweight because they support heavy reasoning.
Therefore, the heavyweight ontologies add axioms, well-



formed formulas in a formal language, and constraints to
lightweight ontologies in order to clarify the intended
meaning of the terms gathered on the ontology. Therefore,
a heavyweight ontology is defined by Oy = {C, A, H, Ry,
R, Ax} where Ay indicates the axioms that are in the
ontology. Lightweight and heavyweight ontologies can not
be considered as good solution for a Slow Intelligent
System.

Lightweight ontologies propose a very simple view of the
domain and do not allow a detailed description of the
interactions among all the components in the domain.
Using a lightweight ontology, users or systems can only
share a very small and simple description of a domain that
might not be useful for the resolution of a problem. On the
other hand, using a heavyweight ontology, users can create
and share very complex domains. However, it is very easy
to have problems defining axioms as well as managing the
ontology. To address these problems, a solution could be
the introduction of a lightweight plus ontology defined as
O+ ={C, A, H, Ry, R}. By introducing non-hierarchical
relations, a lightweight plus ontology is more complex and
semantically richer than the lightweight ontology, but it is
not complex as a heavyweight ontology because there are
no axioms to consider. The starting point of this approach is
the idea that it is reasonable to think that between the
lightweight and the heavyweight ontology there are a series
of ontologies that can be defined as lightweight-plus
ontologies.

Some user requests can be supported by the use of one of
these lightweight plus ontologies. Although the use of
heavyweight ontologies guarantees the full execution of a
task or a request, it does not assure the optimal solution.
Each of these ontologies enriches its semantic level by the
introduction of new classes, relations, functions, formal
axioms and instances. These enrichments alow a better
configuration of the system and the satisfaction of user
requests. The lightweight plus ontology will be the starting
point for the definition of a management network system.

4. A Slow Intelligence Network Manager based on
SNMP Protocol

As previously said the aim of this paper is the introduction
of a LAN-based management system based on SNMP
protocol and the Slow Intelligence approach. Suppose to
have M different LANSs to which may belong to N different
types of hosts that have to be managed. Each of these LANs
is dynamic and therefore allows the introduction of new
hosts and the disappearance of some of them. The local
servers are in principle able to solve the main problems in
the LAN management, but thanks to the dynamism of the
LANS may be faced with unexpected situations. The
environmental conditions in which the LAN operates can
influence the performance of various hosts and must be
taken into account. In this scenario a fundamental role is
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played by ontologies. In particular it is necessary to
introduce and define the following ontologies:

e  Oswvp = {Csumpr Asumps Hsuvp, Rrsuves Rsawe}
This ontology aims to define the entire structure of
SNMP protocol by analyzing the various messages
and the relations between them

®  Orait = {Crauty Arauts Hrautr Rrrau, Rraug). This
ontology describes each kind of possible errors that
can occur withinaLAN

®  Ocaie = {Ccasser Acasser Heauser Rrcauser Reause} - This
ontology defines the causes of the faults that may
occurinaLAN

° OSolution - {CSOIutiom ASqutionn HSqution, I:QTSqutiom
Rsolution} - This ontology defines the solutions that can
be taken to recover from fault situations which
occurred within aLAN

L4 Oaction = {CActiona Aactions Hactions Rractions RAction}-

This ontology aims to identify the actions to be taken

in order to recover from fault situations

OComponent = {CComponenta AComponenta HComponenta

Rhcomponents Racion }. This ontology describes the

components that may be present withinaLAN

OEnvironment = {CEnvironmenta_ AEnvironmenta HEr_wironmenta

Rhenvironments Renvironment} - This ontology describes the

environment wherethe LAN works

In order to allow the communication among the various
hosts and servers that are in the various LAN the following
messages have to be introduced:

Mcsi(SNMP, ID_Components) = this is the SNMP
message that the client sends to the local server when an
error has occurred. The ID_Componente used to identify
the type of component that launched the message.
Mgic({Action}) = this message, sent by local server,
contains the actions that the client have to implement for
the resolution of the highlighted fault.

Thelocal server has to implement the following functions:

O’kaur = f(Mcsi(SNMP), O’syvp) = this function aims to
build the ontology of faults from the analysis of received
SNMP messages and SNMP ontology within the local
server. It isimportant to underline how the SNMP ontology
on the local server is only a part of that present in the
central server and is built from time to time following the
faults that occur within the LAN.

O’cause = g(Mcg|(SNMP), O’SNMP) = this function aims to
obtain the ontology of the causes that generated the
received SNMP messages.

O’solution = (O’ rauty O’ cause) = this function calculates the
ontology of possible solutions that the local server can find
for the solution of the fault situation

O’action = K(O’soitiom) = this function calculates the
ontology of possible solutions that the system can identify
error to resolve the situation highlighted by the SNMP



These functions can be considered as the enumeration
phase of the Slow Intelligent. After the determination of
these functions the system can adopt the Action to apply in
the LAN by the use of the following function:

{ACtiOﬂ} = 1:(()’Actionn O’Componentn C)’Environment) = thisisthe
set of actions that the client, or the host involved in the
fault, must implement in order to solve the problem
identified by the SNMP message. In practice, this involves
defining, from ontologies of actions and components, the
instances of actions to implement to resolve the faults that
occurred. This function implements the Adaptation,
Elimination and Concentration phases of a Slow
Intelligence System. All these operations are carried out by
involving the local server and hosts on the managed LAN.
It is obviously the local server can not always perform
operations that are asked, because it does not know the full
SNMP ontology. In fact the managed LAN can change: for
example new components can be added. So new messages,
functions and actions have to be expected among local
servers and central server. The messages are so defined:
Mcsij(SNMP, ID_Component) = this message contains the
SNMP signal, sent by a host, that the local server is unable
to manage and that it sends to the central network. The
central server sends this message to the other local servers
local in order to obtain information on the management of
the SNMP signal.

Msiic(O’ snmp-in O’ cause-is O’ solution-in O action-i » {ACtiON;}) =
this message contains the information obtained from local
servers about the SNMP signal management. downstream
of question to which they have undergone. This message
can be empty when no loca servers ever managed in the
past thiskind of SNMP signal.

Related to these messages there are the following functions:
O’snwp-i = F(Msiisij(SNMP),  sywpy) = this function
expresses the subset of the SNMP ontology built in the
local server j needed by the local server i.

O’causei = G(O’snwpi) = this function expresses the
ontology representing the causes of the fault. This ontology
is built in the j-th local server and can be empty when this
server never faced this problem.

O’ solution-i = H(O’ cause-i) = this function gives the ontology
of the solutions that can be adopted in order to solve the
fault related to the SNMP signal. This ontology is built in
the j-th local server and can be empty when this server
never faced this problem.

O’ actioni = K(O’soution-i) = this function gives the ontology
representing the actions that can be adopted for the
solutions of the faults related to the SNMP signa. This
ontology is built in the j-th local server and can be empty
when this server never faced this problem.

The central server collects all the ontologies, obtained in
the various local servers and previously described, and
selects one of them according to an analysis based on
ontology similarity. After this phase the central server can
determine the action that have to be applied in the i-th LAN
in order to solve the fault. So these actions can be sent to
the i-th local server. In this way the following function can

be introduced: {Action} = T(O’ action-i» O componentsj) = this
function calculates the set of actions that the client must
adopt in order to solve the problem identified by the SNMP
signal. The set of possible actions can of course be zero. In
this case the support of an expert is needed. The previous
messages and functions implement the propagation phase of
the slow intelligence system approach.

The operational workflow is the following:

e Step 1. a SNMP messages generated by the Client
asaresult of afault and sent to the local server

e Step 2 The loca server receives the SNMP
message and tries to identify the problem through
analysis of various ontologies.

e Step 3 If the local server can identify the problem
it generates the solutions and the actions that the
various hosts in the LAN have to be apply.

e Step 3.1 The hosts get the actions and put them
into practice

e Step 4 If the local server does not identify the
problem sends the report to the central server.

e Step 5 The central server sendsto all local servers
received the message

e Step 5.1 Other local servers after receiving the
message attempts to determine the possible actions
and then send everything to the central server.

e Step 6 If the central server has received the
possible actions by local servers then sends them
to the local server that has requested it. If no action
is received, however, the central server, based on
the received message and its general ontologies
determines the actions to be sent to the local
Server.

e Step 7, the local server send the actions to the
various hosts that arein the LAN

e Step 7.1 The hosts get the actions and put them
into practice

5. Experimental results
In order to test the performance of the proposed system an

experimental campaign has been designed. First of al the
working scenario has been settled (figure 3).

Figure 3: the operative scenario
In this scenario the central controller has to manage two
different LANs. The first one is composed by a Cisco
switch and 30 personal computers equipped with Microsoft
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as Operative System and Microsoft Office as applicative
software. The second LAN is composed by a Nortel switch,
30 personal computers equipped with various operative
systems (Microsoft Windows XP, Linux Red Hat and
Apple SnowL eopard) and a HP network printer. Each local
server has SNMP ontology able to cover the 80% of the
SNMP messages that the hosts in the LAN can launch. The
experimental phase aimed to evaluate the following
system’ s parameters:

e The system’'s ability to identify the correct
management actions to apply in the LAN after a
SNMP signal. This parameter, named CA, is so
defined:

B #Correct _ Action
~ #Correct __ Action+#Wrong _ Action

e The system’s ability to select in a LAN a viable
solution that was previously adopted in a similar case
in another LAN. This parameter, named IS, is so
defined:

IS = #Correct _ Inferred _ Action
#Correct _ Inferred _ Action+#Wrong _ Inferred _ Action
e The system’s ahility to manage the introduction of a
new component in a LAN. In particular the system
has to recognize components that were previously
managed in other LANSs. This parameter, named KC,
is so defined:

KC — #Correct _ Action _NC
#Correct _ Action _ NC+#Wrong _ Action _NC
The previous indexes were calculated in the following way:

e The CA index: thisindex was calculated after 10, 20,
30, 40 and 50 SNMP signals. In this case there was
not variationsin the LANs

e ThelSindex: thisindex was calculated forcing some
SNMP events in the LAN not expected in its SNMP
reference ontology. This index was evaluated after
10, 20, 30, 40, 50 SNMP signal not expected.

e TheKC index was estimated after the introduction of
new components in a LAN. In particular for five
times a component belonging to a LAN has been
shifted in the other LAN and the index was evaluated
after 10, 20, 30, 40, 50 SNMP signal launched from
the host.

In the next table the obtained results are showed:

Index 10 20 30 40 50
CA 90,00% | 95,00% | 93,33% | 92,50% | 92,00%
IS 50,00% | 60,00% | 66,67% | 70,00% | 74,00%
KC 60,00% | 70,00% | 76,67% | 80,00% | 82,00%

Table 1: Obtained Results. The KC has to be considered
as average value

The indexes show the good performances of the system. In
particular the CA index, that expresses the ahility of the
system in the recognition of the correct actions in the LAN
after a SNMP signal, is very good. The IS index witnesses
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how the system uses at the best the SIS approach. In fact
the system improves its performances sharing knowledge
among the various local servers. At the beginning the index
isvery low but it increases after few iterations. In addition,
the KC index shows a similar trend.

Conclusions

In this paper a novel method for network management has
been introduced. This method is based on, SNMP;
Ontology and Slow Intelligence System approach. It has
been tested in an operative scenario and the first
experimental seems to be good. The future works aim to
improve the system by the use of new and effective
methodologies for the ontology management and the use of
other network management approaches.
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Abstract—It becomes an interesting research topic to detect trend
in the Internet era, where millions of data are posted online
everyday. As social media, for example, blogs, forums, and
micro-blogs, are prevailing, many offline events are discussed
online. The discussion data, which reflects what people are
interested in, is useful for detecting trend. This research proposes
a design of online topic/trend detection system with the
advantages of Slow Intelligence. Unlike traditional Topic
Detection and Tracking (TDT) tasks, which source data from
offline news articles, the proposed system attempts to collect and
analyze huge amount of up-to-date data from many
heterogeneous websites on Internet. The Internet data
complicates the system in two aspects: 1) it needs careful
resource allocation to collect huge amount of up-to-date data
based on limited computing resources; 2) it needs mechanisms to
automatically or semi-automatically adapt data processing
algorithms to handle varieties of data. This research adopts Slow
Intelligence, which provides a framework for systems with
insufficient computing resources to gradually adapt to
environments, to handle these complexities.

I. INTRODUCTION

It becomes an interesting research topic to detect trend in
the Internet era, where millions of data are posted online
everyday. As social media, for example, blogs, forums, and
micro-blogs, are prevailing, almost all offline events are
discussed online. The discussion data, which reflects what
people are interested in, is useful for detecting trend. For
example, HP Labs have demonstrated that social media can be
effective indicators for predicting movie revenues [2].

Information Retrieval researchers have been working on
Topic Detecting and Tracking (TDT) tasks for decades [1].
Traditional TDT tasks, which source data from on a stream of
offline news stories, have been studied for decades; however,
the Internet brings new challenges on designing online trend
detection systems. The Internet-based online topic/trend
detection systems need to collect and process huge amount of
up-to-date data from many heterogencous websites, which
bring complexities.

This research adopts Slow Intelligence [7], which provides
a framework to build adaptable systems by adopting an
iterative  process involving enumeration, propagation,
adaptation, elimination, and concentration. In the beginning of
the process, many alternatives are enumerated. However, as the
process continues, alternatives that can not adapt to
environment are eliminated, and finally, limited resources are
concentrated on prospect solutions.
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In this paper, we propose a design of online topic/trend
detection system with the advantages of Slow Intelligence.
Four complexities of designing online topic/trend detection
systems are identified, along with corresponding Slow
Intelligence solutions. The remainder of this paper is organized
as follows. Section II shows the design of topic/trend detection
system without Slow Intelligence. Section III identifies four
complexities of designing trend detection systems, along with
corresponding Slow Intelligence solutions. Conclusions are
finally drawn in Section IV.

II.

The objective of the proposed online topic/trend detection
system is to detect current hot topics and to predict future hot
topics based on data collected from the Internet. Since it is
unlikely to collect all data on the Internet, the system requires
users to provide their information needs, including their
concerned keywords and their concerned websites.
Furthermore, because hot topics change quickly, the system
requires periodical updates in hourly or daily intervals.

The system first collects latest data from Internet based on
users’ information needs by Crawler & Extractor, then adopt
TDT techniques to discover current hot topics by Topic
Extractor, and finally apply trend estimation algorithms [4] to
predict hot topics by Trend Detector.

TOPIC/TREND DETECTION SYSTEM

*  Crawler & Extractor  The responsibility of Crawler is
to collect web pages from Internet. Crawler needs to be
selective, that is, only collect web pages that satisfy
predefined requirements. We plan to implement a focused
crawler [5], which selectively collects web pages that are
relevant to a pre-defined set of topics. The responsibility
of Extractor is to extract information from web pages.
Since a web page is mixed with information and noisy
content (advertisements, navigation stuff, and so on),
information extraction algorithms [6] are applied to
extract desired information of web pages. The extraction
algorithms rely on visual/textual HTML-syntax features,
such as CSS/tag attributes, visual alignments and layouts,
for learning the template of web pages and further
extracting desired information from identified informative
blocks [10, 15, 16]. Information extracted in a single web
page is combined into fext documents, and stored in Web
data DB. Figure 1 illustrates the workflow of this
component.
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Figure 1: Crawler & Extractor

e Topic Extractor The responsibility of Topic Extractor
is to detect hot topics from a set of text documents. The
process of topic detection can be divided into the
following steps, which adopt some state-of-the-art
techniques: 1) ftopic word extraction: TF-IDF [13]
scheme is applied to measure the importance of terms in a
given text document and generates top-N topic word
candidates for each text document. 2) topic word
clustering: single-pass clustering [1, 14], a popular topic
detection approach, is adopted to cluster related
documents into associated topic groups. The centroid
topic word of cluster with highest weighting score is
treated as the representative name of each generated
cluster, which represents an extracted “topic”. 3) extract
hot topics: hot topics derive from hot events in a
particular timeline [1, 9]. We apply the Aging Theory [8]
to model the life cycle of an event in a topic, which
assumes that an event has a life cycle with four stages:
birth, growth, decay and death. To measure the
hotness/popularity of each topic, we summarize the
energy of related events by considering pervasiveness and
topicality of topic words in the events [9] combined with
the level of user participation using social data. Figure 2
illustrates the workflow of this component.
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Current
Hot topics

Figure 2: Topic Extractor

Trend Detector  The responsibility of trend detector
is to detect trends (future hot topics) based on currently
available data. Figure 3 illustrates the workflow of this

component.
Topic Trend
(Future Hot Topics)|

Current I ‘
topics
Figure 3: Trend Detector

III.

Trend i
Algorithms

TOPIC/TREND DETECTION SYSTEM WITH SLOW
INTELLIGENCE.

In this section, we bring Slow Intelligence into the
topic/trend detection system proposed in Section 2. The system
needs to collect and process huge amount of up-to-date data
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from various heterogeneous websites on Internet, hence brings
complexities:

1. It is unlikely to collect all web data based on limited
amount of computing resources. The system needs to
develop data collection strategies which can concentrate
limited resources on collecting important web data.
Many computation methods are available for estimating
trends [4]. If parameter settings are also taken into
account, there are too many combinations to choose.
Furthermore, Internet is a changing environment, which
means current best solution may not perform well in the
future. The system needs to automatically find best
solution from many alternatives in a changing
environment.

The crawler needs to revisit websites to collect up-to-
date data in hourly or daily intervals. Each site has
different amount of to-be-update data and different
policy to restrict frequent access, which are unknown
beforehand. The system needs to find feasible data
collection schedule based on past experience.

Any changes in web pages may disrupt Extractors. It
needs automatic repair mechanism if the many websites
are being monitored. The repair mechanism needs to
detect errors of Extractors, find alternatives, and choose
the best solution from alternatives to fix the disrupted
Extractors.

To conclude, these complexities require the system to: 1)
adapt to changing environments; 2) choose from many
alternative solutions; and 3) learn from past experiences.

Few technologies can satisfy these requirements. For
example, genetic algorithms [12] can enumerate many
alternatives and gradually find better solutions, however, past
experiences are not considered. Context-aware approaches [11]
can only adapt to changing environments while miss the other
two requirements.

Fortunately, Slow Intelligence can meet all three
requirements. Slow Intelligence provides a framework to build
adaptable systems by adopting a iterative process involving
enumeration, propagation, adaptation, eclimination, and
concentration. In the beginning of the process, many
alternatives are enumerated. However, as the process continues,
alternatives that can not adapt to environment are eliminated,
and finally, limited resources are concentrated on prospect
solutions. Knowledge gained in the process is stored in the
knowledge bases, which help find better solution in next
iterations.

Flexibility is another benefit of adopting Slow Intelligence.
Slow Intelligence only provides frameworks, which implies
developer can freely implement their own domain algorithms
and thus Slow Intelligence can be applied to many domain
applications..

In the remaining of this section, we introduce four Slow
Intelligence subsystems. Each subsystem accordingly targets a
complexity discusses in this section. The mappings between
the subsystems and the topic/trend detection system are shown
in Figure 4.
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Slow Intelligence Subsystem for Focused Crawling

Figure 5 illustrates the design of Slow Intelligence
subsystem (the area with dotted border) to help concentrate
limited computing resources on collecting important data. Data
is important if

1. Itis related to current hot topics or future hot topics.

2. It matches users’ interests.

*  Enumerator: The enumerator generates candidates of
future hot topics. The enumerator takes current topics as
candidates of future hot topics.

* Adaptor: The adaptor adapts candidates to meet users’
interests. Information retrieval techniques [3] can be used
to evaluate if candidates meet uses’ interests.

e Eliminator: The eliminator evaluates candidates based on
the selected trend detection algorithms, and eliminates
candidates with low probabilities to become hot topics.
(We’ll discuss how trend detection algorithms are selected
and adapted in the next subsystem)

*  Concentrator: Only few candidates are sclected as
potential future hot topics. Keywords of these topics are
fed into Crawler, so that Crawler can concentrate on
collecting data related future hot topics that users may be
interested in.

Two knowledge bases are involved in this subsystem:

e The first knowledge base is a typical SIS knowledge base,
which provides essential domain knowledge for SIS. In
this subsystem, essential knowledge includes users’
interests and available algorithms for detecting trend.

e The second knowledge base stores historical records,
including actual hot topics and predicted hot topics.
Historical records could help select and adapt trend
detection algorithms.

Current
hot topics

2nd Knowledge
Base 2

| Predicted
| hot topics

User's
Keywords of
Interests

Crawler &
Extractor

Topic
Extractor

Current
Hot topics

Current
topics

Current topics are of future hot topics

Based on selected
topic trend detection
algorithms to eliminate
candidates

Adapt to
meet user's
interests

__
1st Knowledge
Base

'Add new keywords which somebody may concern

Figure 5: SIS for Focused Crawling
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B.  Slow Intelligence Subsystem for Selecting Trend
Estimation Method

Figure 6 illustrates the design of Slow Intelligence
subsystem (the area with dotted border) to help select and
adapt trend detection algorithms for estimating trends.
Historical data, including predicted future hot topics and actual
current hot topics, are utilized to select and adapt trend
detection algorithms.

*  Enumerator: The first knowledge base provides the
enumerator knowledge about algorithms for estimating
trends, including available algorithms and known best
parameter settings for algorithms. The enumerator
generates candidates of algorithm/parameter combinations
for further evaluation.

e Eliminator: Historical records (including actual hot topics
and predicted hot topics), which are stored in the second
knowledge base, are useful for measuring performance of
candidates. A sample of historical records is used to
evaluate performance of candidates. Poorly-performed
candidates are eliminated.

e Concentrator: Extensive evaluations are conducted on
candidates, and the evaluation results are preserved in the

Based on sampled historical records (Predicted
hot topics of period, in period,; and actual hot
topics of period,) to evaluate algorithm/

parameter combinations i
}—-{ Concentrator% ]

Extensively evaluate
selected algorithm/
parameter combination

1st Knowledge
Base

Enumerator Eliminator

i
i Algorithm/ parameter
| combinations

i

2nd Knowledge
Base

Evaluation results are preserved in the first knowledge base

Figure 6: SIS for Selecting Trend Estimation Method

C. Slow Intelligence Subsystem for Schedulging Crawlers

In practice, the crawling schedule for each data source varies
depending on characteristics of each website, for example,
blocking policy of each website and data amount to be
collected in each website.

In the cases of collecting data from websites with severe
blocking policies, the crawling behavior and schedule of
crawlers should be designed as similar as humans’ access
behavior to prevent being blocked. For instance, a target
website may block accesses which send more than one
requests in two second; therefore it would be smarter for
crawlers to set a two-to-three-second interval between requests.

Furthermore, contradictory conditions exist. For instance, in
the cases of collecting data from websites with frequent
updates, Crawler needs to visit these websites more often than
others, which may also cause Crawler being blocked.

Notably, characteristics of websites may change over time.
However, it is impossible to manually configure efficient
schedules for large-scale systems involving many targeting
websites. A knowledge base with basic scheduling rules can
aid the system to find acceptable scheduling plans in short-
term cycles. The initial building of this knowledge base may
need human involvement; however, feedbacks from Crawler



can further enrich the knowledge base for developing
scheduling rules in long-term cycles.

Figure 7 illustrates the design of Slow Intelligence
subsystem to help Crawler arrange schedules to efficiently
collect up-to-date data while preventing being blocked by
websites.

* Enumerator: The enumerator generates candidate
schedules of data collection following scheduling rules in
the knowledge base. The scheduling rules include general
rules, learned heuristic rules, and user-defined rules.

* Adaptor: The adaptor adapts candidate schedules based
on the observed abnormal behaviors of crawlers, for
example, being blocked by websites or unexpected delay.

*  Concentrator: The concentrator concentrates on the most
efficient candidate schedule. The efficiency of candidate
schedule is evaluated based on the estimated time to

complete the task.
Environment
CraWIer adapt candidate schedules based on the
e I ; observed abnormal behaviors of crawlers™ ~
Enumerator > Adaptor ——|Concentrator

concentrate on the
most efficient candidate
schedule

Generate candidate
schedules following

scheduling rules Knowledge

Base

Figure 7: SIS for Scheduling Crawlers

D.  Slow Intelligence Subsystem for Adapting Extractors

Extractor applies extraction algorithms, which use
parameterized features to learn the template of web pages, to
extract desired information. Once web pages change template,
adequate features and optimal parameters have to be
investigated and revised.

Figure 8 illustrates the design of Slow Intelligence
subsystem to help Extractor adapt to changes in web pages.

*  Enumerator: The enumerator generates feature/parameter
settings that may fit the change.

e  Eliminator: The eliminator eliminates candidates that can
not successfully extract data based on trials in a few
example pages.

e  Concentrator: The concentrator concentrates on the
selected candidates on a large scale of pages.

Extractor

Eliminates candidates that can not
successfully extract data based on
trials in a few example pages

Eliminator

concentrates on the
selected candidates on |
a large scale of pages

Generate
| feature/parameter settings
that may fit the change

‘ i
‘ |
‘ ‘
‘ ‘
‘ ‘
‘ ‘
| 1
i Enumerator Concentrator i
i

‘ ‘
‘ ‘
‘ ‘
‘ ‘
‘ |
‘ ‘
‘ ‘
‘ ‘

Figure 8: SIS for Adapting Extractors

IV. CONCLUSIONS

Although Internet provides abundant data for topic/trend
detection, it incurs challenges on designing online topic/trend
detection system. An online trend detection system requires
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careful resource allocation and automatic algorithm adaptation
to process huge size of heterogeneous data. This research
adopts Slow Intelligence, which provides a framework for
systems with insufficient computing resources to gradually
adapt to environments, to response the challenges. Four Slow
Intelligence subsystems are proposed, and each subsystem
targets a challenge in designing online topic/trend detection
systems. In the future, we plan to implement the topic/trend
detection system to empirically verify the four proposed Slow
Intelligence subsystems. We also plan to include multimedia
data into the topic/trend detection system.
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Abstract: Surveillance systems are generally intended for the protection of physical objects such as stationary installa-
tions and transport vehicles. Development of surveillance systems is an extensive development process, which involves
considerations of a large number of design aspects that relates to a variety of disciplines, e.g. sensors systems, commu-
nications, decision-support functionality, multimedia usage and design and user interaction. Furthermore, there is an
extensive need for a comprehensive understanding of the usage domain. Needs and requirements analyses are of utmost
importance when developing surveillance systems. The objective of the work presented is a generic architecture for
surveillance systems. The outline of the architecture is based on needs assessment and on analysis of required capabili-
ties. The architecture comprehensively describes how surveillance capabilities are achieved by processes, actors and

systems support.
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1. INTRODUCTION

Systems for surveillance and protection of facilities
and critical infrastructures, such as plants, power
lines and railways, must possess a number of differ-
ent capabilities. These capabilities must include de-
tection of events deviating from normal conditions,
but also measures to respond to different events by
warn the operators and prevent or at least delay an-
tagonist to reach their aim. Of utmost importance is
that the system support detection of threats as early as
possible. If threats are realized the responsible staff
and relevant external actors must be alerted. Devel-
opment of this type of systems requires a thorough
analysis and design of the system structure.

In this paper a generic architecture of surveil-
lance systems, given the required capabilities men-
tioned above, is presented and discussed. Of specific
importance when designing architectures of this type
is not only to allow for early detection of the threats
but also to support surveillance at all times and light
conditions. To make this possible relevant informa-
tion must be collected and the surveillance systems
must allow the users to work under a minimum of
stress so that appropriate decisions can be taken [1].
In this work, the aim is not just the surveillance capa-
bilities for protection of the facilities but also to de-
termine the capabilities that support the handling of
the various types of occurred incidents, to secure the
facilities prior to and during an incident. For this rea-
son, we are using the term physical security for this
purpose.

According to Jordan et al. [2], information that
need be collected must include type and number of
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intruders, their possible purposes, physical ability and
location, but also the context information. Other
works that relate to this work is, e.g., made by Wil-
liams [3], who has studied aspects of powerful deci-
sion support techniques for surveillance systems.
Torbin [4] discussed approaches to surveillance sys-
tems for transports while Jungert, Hallberg and Hun-
stad [5] have studied aspects of service oriented ar-
chitectures for command and control systems.

2. METHOD
The work was performed in six activities: (1) Data
collection, (2) Needs assessment, (3) Workshop with
domain expertise, (4) Modeling capabilities, (5)
Modeling actors and processes, and (6) Modeling
systems and functionality. The activities (4) to (6)
were carried out iteratively.

2.1. Data collection

The first step in this activity was to determine which
stakeholder and user representatives who should be
interviewed. Seven responders were selected for in-
terviews, representing (1) responsible for the systems
at surveillance centers, (2) head of transport, (3) se-
curity managers, and (4) expert on the aspects of hu-
man-technology-organization. The interviews were
performed to obtain information used as input for the
needs assessment. For each role, slightly adapted
interview questions were used regarding: (1) the re-
spondent's role and mission, (2) actual management
of security and safety, (3) routines for security and
safety, (4) security systems, (5) information they
utilization, and (6) what is working well and what
can be improved regarding security and safety.



2.2. Needs assessment

The needs assessment was carried out in three steps.
First, the interview notes were analyzed to identify
statements that could be used to reveal needs. Sec-
ond, the statements were carefully analyzed to inter-
pret what needs the statements express [6][7]. Fi-
nally, the identified needs were categorized and
structured in a hierarchic order. In this step, dupli-
cates were removed and formulations were uni-
formed.

2.3. Workshop with domain expertise

A workshop with domain experts was performed to
(1) clarify uncertainties that had been found during
the needs assessment, (2) validate the identified
needs, and (3) to establish which of those needs that
should be acknowledged in the further work. During
the workshop, the identified needs were presented to
the domain experts, who were asked to comment on
each need regarding if it was true need or not. If it
was found to be a true need, they were asked that
determine if the need should be used in the further
development, by prioritize the importance of meeting
each need on a scale of “not relevant”, “relevant” or
“highly relevant”.

2.4. Modeling capabilities

Based on the given needs the highest priority, corre-
sponding capabilities were identified, i.e., capabilities
that the surveillance system should have. The identi-
fied capabilities were structured hierarchically. The
modeling was influenced by the Ministry of Defense
Architecture Framework (MODAF) [8].

2.5. Modeling actors and processes

Based on the capabilities and the interview notes, the
actors and their information exchange were identified
and modeled. Further, the surveillance processes
were also determined and modeled.

2.6. Modeling systems and functionality

Based on the modeled capabilities and processes,
systems components and their functions were identi-
fied and modeled. Hence, these models describe the
functions that the system provides for the perform-
ance of the surveillance.

3. THE ARCHITECTURE
This section presents the architecture for surveillance
systems, including the Strategic Views, Operational
Views, and Systems Views as defined in MODAF
including the mapping between capabilities and sys-
tems functions. The Strategic Views includes the
capabilities that the surveillance should have. The
Operational Views include actors, their information
exchange, a general process of the surveillance, and
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handling of episodes. The Systems Views include
systems components and their functionality.

3.1 Capabilities

Capabilities correspond to the functionality and sup-
port that systems provide, without expressing how
this is accomplished. The capability models show
how capabilities are divided into underlying capabili-
ties, i.e., the capabilities that realize the higher level
capabilities.

The physical security system consists of protec-
tion of personnel, property and information, but not
the ordinary management/operation and maintenance.
In the description of the capabilities, we assume that
the system contains operators, software, computers,
communication HW and SW, sensors and databases.
A capability can be something that is performed by
an operator alone, something that is performed on an
operator's command, or something that is performed
in hardware and software automatically. An example
of capability is Manage a fire alarm.

The capabilities defined in this work originate
from the needs assessment. Three main capabilities
were identified (Figure 1):

1. Manage normal events that occur several
times a normal day. This includes taking
care of visitors, normal patrolling and checks
of the facilities.

2. Manage deviating events need extra atten-
tion and investigation. This includes alarms,
sensor signaling, and strange behavior from
visitors. A deviating event will be redefined
either as a false alarm or an incident.

3. Manage incidents correspond to handling
events that need actions from an operator.
Some incidents can be taken care of by an
operator himself, like double check that a
room is empty, while others like fires and
trespassing, need support by external per-

sonnel.
Manage physical
security
\ |
Manage normal events Manage deviating events Manage incidents

Manage a fre alarm

Figure 1. The top-level capabilities to manage physical security.
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Figure 2. Capabilities needed to manage a fire alarm.

As an example, the capability Manage a fire
alarm is broken down into sub-capabilities in Figure
2. The lowest capability level is still general enough
to fit for several types of facilities within the secured
area. The analysis of needs for a specific facility is
taken care of in the service-oriented analysis.

3.2 Actors, process and episodes

This section presents the involved actors and their
information exchange. Further, it also presents the
surveillance process and the episode concept.

Operational

picture Internal actors

Surveyed
assets

Resources &
Background
information

External actors

Figure 3. The conceptual description of actors of the surveillance
system and the facilities subject to surveillance.

3.2.1 Actors
Actors involved in the protection of the facilities in
focus include operator, internal actors and external
actors (Figure 3). The operator of the surveillance
system is generally responsible for the execution of
the on-going activities and controls these activities
through various communication activities with the
internal and external actors. External actors are pri-
marily the fire brigades, police forces or medical re-
sponders. The internal actors belong to the own or-
ganization set up by the management of the enter-
prise responsible for the facilities subject to surveil-
lance. For example in case of an incident, the internal
actors include personnel in command of the opera-
tions. The internal actors have mainly strategic re-
sponsibilities while the operator has the tactical re-
sponsibilities. The external actors have strictly opera-
tional responsibilities in what concerns the hands on
management of an incident.

Information available to the operator includes an
operational picture, information corresponding to
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available physical resources and all types of back-
ground information. The operator can request further
information from the other actors but various sensors
can also contribute.

3.2.2 The general process

The main target of the surveillance process is to de-
termine events that deviate from the normal and if
such a deviation is detected determine whether it is
an incident or a false alarm (Figure 4). A false alarm
should be managed, including documentation and
report of the event. After this, the operator will re-
sume the surveillance responsibilities. In the former
case the operator starts to handle the incident follow-
ing the instructions available in the Handbook [9],
which can be seen as an on-line and knowledge based
manual. The management of the incident will con-
tinue until the incident has come to an end after
which the incident is reported. More than one inci-
dent must be possible to handle in parallel; besides
this the surveillance must also go on during the man-
agement of incidents.

¥

Surveillance

Unusual
events?

ye:

no

Situation
assessment

False
alarm yes Manage false

alarm

no

Manage incident

L

Figure 4. The general model of the surveillance process.
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Figure 5. The extension of an episode over time.
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3.2.3 Episodes

Deviating events must be verified and handled ac-
cordingly. The activities following an event will go
on for a certain period in time. In this paper, this type
of period is called episode. An episode describes the
flow of events and activities that transpire during the
concurrency of an incident. An episode starts once a
deviating event is registered. In case of a false alarm
it may end fairly quickly. If the episode corresponds
to an incident it will go on until the incident can be



concluded. Figure 5 illustrates the extension of an

episode over time.
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Figure 6. Structure of the operational picture, its information bases
(at the bottom) and the corresponding system functions.

Surveillance systems must be able to handle epi-
sodes, both solitary as well as contemporaneously.
Consequently, there must be functions available for
manipulation and visualization of the information
related to the episodes. Furthermore, as the episode
information concerns operational information with
given coordinates the visualization of this informa-
tion should be visualized in the operational picture
(OP) (Figure 6). Hence, the OP describes the ongoing
episode during its existence by means of information
collected by the surveillance system and participating
actors.

The OP support must thus be able to handle a set
of parallel episodes and for each episode a set of sub-
ordinate OP views. There each view present informa-
tion concerning various aspects of the episode using
different media, e.g. maps, tables or images but also
voice or text messages. Over time, for each view,
new instances of the different views are generated. A
view concerns the incident information to be pre-
sented and should not be confused with the views in
as used in MODAF. To support the visualization of
the OP context information and additional event re-
lated data must be accessible (Figure 6).

3.3 Systems views

The architecture of the surveillance system can be
viewed either as a hierarchical structure including
decision support tools and other system functions or
structured as a system control loop [10]. Both aspects
will be described subsequently together with the vis-
ual user interface of the system.

3.3.1 System function hierarchy

The system includes a set of functions, which in turn
includes a set of decision support tools. The decision
support tools in the system are:
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- Visualization of the OP,

- Handbook,

- Communication tool,

- Information search and threat analysis,

- Support for reporting actions and orders.

Surveillance
system
|
| 1 *
} C OoP
Support for
S‘;l:l;z:;:; r::;’“ information Event analysis
el isearch and threat]
analysis

Figure 7. The top level of the system function structure.
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Figure 8. The hierarchy of the OP visualization functions and
below the accessible information.

Figure 7 illustrates the top level of the system
function hierarchy with its functions and decision
support tools. Figure 8 presents the lower levels of
the OP visualization structure including the required
data sets for the generation of episode oriented views
and view instances. The given functions correspond
to the set of functions, as in Figure 6, operating on
the different levels of the episode structure
3.3.2 System control loop
The control loop structure of the surveillance system
can be seen in Figure 9. Logically, this structure is
built up by two main modules, i.e., the system sup-
port module and the decision support module. Inte-
grated to these two modules is the control loop. The
system support module handles the basic incoming



information and the various local data sources re-
quired to support the work. The decision support
module corresponds to the user interaction part of the
system, intended to support the users.
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Figure 9. The surveillance system.

3.3.3 User environment

In this section the user environment with its visual
user interface will be described and illustrated. The
user environment is one of the main parts of the deci-
sion support module. The given illustration can also
be seen as part of a simple scenario.

To reach the objective of an effective and effi-
cient user environment in a surveillance system an
iterative user-centered approach for several design
cycles is required. The following description of the
operator environment and the system functions
should be considered as possible starting points for
the development of surveillance systems. This de-
scription is based on the capabilities and functions
that the present work identified as necessary for the
monitoring of the system.

Figure 10 shows the operator environment with a
large screen that presents important and processed
information for a good overview. This overview is
useful both for the operator and other actors. The
monitors closest to the operator are used for presenta-
tion of information that the operator classifies, veri-
fies and uses to perform tasks related to a specific
incident.

The example in Figure 10 shows four incidents
taking place simultaneously. They are illustrated in
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the operator’s information presentations with yellow
(indicating lower priority), recently occurred events
are presented in orange, and red is used for currently
prioritized events. Sensors indicate an apparent
deviation from the normal conditions. The
discrepancy in the form of an alert is displayed on a
large screen and on one of the smaller displays.
Incident management is handled by the operator who
selects the sensors related to indicate deviations, and
the operator can e.g., zoom a camera and also receive
and make telephone calls from the staff. The operator
alerts relevant external and internal actors. The
operator steps through the reporting framework,
video sequences and other sensor information, to
update the current state of events, to update the
corresponding episode instance. Communication is
carried out via telephone and radio as well as by
means of computerized media for the passing of
messages, pictures, maps, and video sequences.

When a deviation from normal conditions is de-
tected and categorized, the Handbook will automati-
cally show the section describing how to handle the
incident type as classified by the operator.

The operator must provide a checklist for actions
and considerations that must be taken and can also
browse the Handbook for additional information.
After external and internal actors have been informed
the operator processes and analyzes the situation and
the generated overall picture (represented by the
overview images). When the operator has specified
the type of episode or situation that is at hand the
system couples this information automatically to the
Handbook, the actions checklist, map and other rele-
vant documents. The review of the action checklist
for the incident can be used at the handover to an-
other operator as well. The overall picture is created
for the use of from maps and/or photographs of the
surroundings and the construction of the actual facil-
ity, including architectural drawings, other accompa-
nying messages and notes. Information on available
resources (e.g. available personnel, equipment) etc, is
gradually updated and forwarded to requesting actors.

While the incident is ongoing reports of various
types are sent and received; concerning such aspects
as m minutes on operations, delegations of incoming
orders, and measures to be taken. The checklist is
followed with each action registered in terms of point
in time and type of action performed.

For each episode its episode information is
stored and a report is automatically filled in, by
means of a template, and finally checked by the op-
erator. The operator also reports incidents that should
be especially considered and that may form a basis
for the revision of the manual, the checklist, or for
training purposes etc.



3.4 Mapping capabilities to functions

The development of the surveillance system architec-
ture requires mapping of the capabilities into sets of
functions. The mapping of the capabilities into sets of
system functions is illustrated in Figure 11 that shows
the result of the mapping of the survey capability into
its corresponding function set including OP visualiza-
tion, Communicate and Event analysis. The work
process in this case is “survey”. Other similar map-
pings have been identified as well, for example:

- surveillance (of facilities)

- manage deviating events

- management and surveillance (of incidents)

- attend incidents

Survey (*)

OP

B, mmuni
‘ visualization ‘ ‘ G ite

Survey assets |«-—-- Survey ‘

l Event analysis

Report

Figure 11. The surveillance capability and its mapping to its
corresponding system functions (marked with a box) via the
surveillance process.

4. CONCLUSIONS

This works demonstrates the development of a sur-
veillance system architecture based on identified
needs and capabilities. The architecture involves a set
of system functions, decision support tools and a vis-
ual user interface. The work also shows the involve-
ment of the various categories of actors that depend
on the system during occurring incidents. Additional
to this, it is also shown that the step from capabilities
to the visual user interface (VUI) is tractable, that is it
will be possible to trace the capabilities from the sys-
tem functions in the VUI and the other way around.
Furthermore, we believe that the proposed VUI is
easy to use and understand, even under stressful situ-
ations. The motivation for this is based on the capa-
bility that allows for a separation between on-going
incidents in the user interface, i.e. the operator can
arbitrarily switch between incidents and concentrate
the work on one incident at a time.

However, further work is needed to finalize the
architecture and for that reason the development of a
demonstrator is proposed.
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Abstract—Surveillance Systems have become increasingly pow-
erful. Conventional camera-based systems are extended with
different types of (wireless) sensors, the number of data sources
increased and hardware as well as algorithms improved. Such
smart systems do not only threaten privacy, but technological
improvements can also increase privacy of observed objects.
Previous work to maintain privacy have focused on video
surveillance only, which is not sufficient for modern multi-
sensor systems. Hence, privacy must be enforced on a higher
level of abstraction. In this work, a task- and service-oriented
architecture is described, which hosts an Object-Oriented World
Model (OOWM) to store information from different sources on a
high level. To ensure privacy, access to the OOWM is only granted
via a Privacy Manager, Identity Management (IdM) beeing one of
its most important functionalities. Recently, privacy and Identity
Management have been in the focus of research and many
approaches for e-commerce have been proposed. IdM in the area
of surveillance is different and no sufficient solutions exist by now.
This work identifies the privacy issues that must be addressed by
Identity Management solutions in smart surveillance systems. A
new approach for privacy-aware IdM is proposed that copes with
the new requirements and shows its integration in a task-oriented
surveillance system.

Index Terms—privacy and security, surveillance, Identity Man-
agement, distributed multimedia models and systems, web-
services and multi-agent systems, emergency and safety

I. INTRODUCTION

The term “identity” is used with different meanings,
throughout this work the definition of Cameron [1] is taken
as basis: “[...] defining a digital identity as a set of claims
made by one digital subject about itself or another digital
subject.” As shown in Figure 1, every digital subject has
multiple digital identities and every identity is specified by
a number of claims. In the area of smart surveillance, a claim
can be any measurable attribute, e. g., hair color, height, name
or position. In the shown architecture, every identity has a
unique attribute ID. These IDs are used to differentiate objects
in the system.

The general objective of Identity Management (IdM) is the
assignment of identities to entities and vice versa. This is done
for a large variety of tasks. Accordingly, Identity Manage-
ment Systems (IMS) take, for instance, care of the following
tasks [2]: Management of different identities, protection of
identities, authentication, anonymization, data synchronization
between multiple IMS (parties) and filtering of identities.
However, the requirements for IMS are heterogeneous. Three
different types can be distinguished [3]:
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Type 1:
Type 2:
Type 3:

IMS for account management
IMS for profiling of user data for an organization
IMS for user-controlled context-dependent role
and pseudonym management

Systems of type 1 or 2 are mostly used by large organiza-
tions and users have few control over their data. Systems of
type 3 support the user, focusing on data protection. In the
area of surveillance IdM and IMS, respectively, are neither
of the named types rather IMS is a mixture of them. On
the one hand, operators want to collect as much data as
possible about subjects (profiling), using information from
existing identities (e. g., data bases of employees). On the other
hand, surveillance systems need to maximize privacy and data
protection to be compliant with privacy regulations and to
achieve user acceptance. Hence, a new concept for privacy-
aware Identity Management that meets these requirements is
needed.

In this work, a system architecture developed for the re-
quirements of the smart surveillance is proposed. Then, new
privacy challenges in smart surveillance systems are high-
lighted. Subsequently, a new concept of Identity Management
is shown that can handle these challenges. In conclusion, a
demonstration scenario is presented that has been implemented
as a proof of concept.

A. Smart surveillance

When using conventional surveillance systems, human op-
erators mostly have to perform tasks manually. They might
have to take care of hundreds of cameras to track suspicious
persons, detect unattended objects or the similar. Human oper-
ators can only observe a limited number of monitors and have
decreasing awareness after a short time. These limitations lead
to a new approach in surveillance. Smart surveillance systems



aim to support human operators by performing surveillance
tasks on their own. The system captures data, processes them
and helps the operators to detect important events. Thus, the
operators can keep track of the whole site, while the surveil-
lance assists them collecting and abstracting data. Another
benefit of smart surveillance systems is the integration of
further sensors, e.g., GPS, RFID or acoustic sensors. While
the raw data of these sensors are mostly useless for human
operators, an automatic system can evaluate and use it to
perform certain tasks.

B. Privacy Issues

Smart surveillance systems supervise a huge amount of
sensors and the information is evaluated autonomously. Hence,
smart surveillance leads to new privacy challenges [4]. Surveil-
lance systems must adhere to legal restrictions and must be
compliant with data protection requirements. However, the
legal situation is different throughout the world, thus the
Fair Information Practices Principles (FIP, [S]) that have been
published by the OECD can still be seen as the minimum
requirements for privacy. These eight principles should be
adhered to by every surveillance system.

Since existing approaches for privacy have focused on video
surveillance, new methods for privacy enforcement in smart
surveillance are required.

C. Related Work

Privacy in surveillance is a recent area of research and new
solutions are required. In the area of video surveillance, some
approaches exist to ensure privacy and security, but most of
the approaches blur regions of interest (Rol) that might imperil
privacy. In [6], Senior et al. propose a ‘“privacy-preserving
console” for video surveillance. The console rerenders the
video stream and hides sensitive details detected by video
analysis. Depending on the authorization level, access is
granted to rerendered videos (e. g. with blurred faces or even
enriched with additional information) or the raw video stream.
They also purpose a “privacy cam”, which processes the video
sources and transmits encrypted information streams. In [7],
Chattopadhyay and Bould also present a privacy cam, which
is implemented on a Blackfin DSP and blurs Rol based on
PICO [8]. Another scrambling approach is presented in [9].
In [10], Schiff et al. propose a respectful camera, which reacts
on visual markers worn by the subjects. In [11], the usage of
“talking cameras” is reported, if a camera detects motion, it
sends an acoustic message to a subject. Even if such cameras
should prevent vandalism, they can ensure privacy as well,
e.g., a camera can count down vocalized, before it starts
recording. Fleck’s approach to privacy [12] is based on smart
cameras, which transmit events instead of video data. Fidaleo
et al. present in [13] a privacy-enhanced software architecture
with a centralized server that hosts a privacy buffer, which can
remove private or identifiable information from the stream. In
[14], Vagts et al. propose a framework for privacy enforcement
in smart surveillance systems.
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In the area of Identity Management, multiple different
approaches and commercial solutions exist. One example of an
IMS of type 1 is OpenSSO'. The software, developed by SUN,
realizes Single-Sign-On and also provides account manage-
ment. Popular for profiling (type 2) are loyal reward shopping
programs, e.g., Payback?, but profiling is also used in other
areas, e.g., to determine money laundering® or financing of
terrorists*. An example for an IMS of type 3 is the iManager
[15]. The IMS is especially developed for mobile devices and
enables the user to manage different digital identities.

II. SMART SURVEILLANCE

To cope with the requirements of smart surveillance, a
task-based approach is very promising. In the following, an
architecture is sketched that implements it. More details about
the architecture can be found in [16].

A. A Task-Oriented Approach for Surveillance

Most surveillance systems still perform a sensor-oriented
approach, i. e., as many data as possible is collected and stored.
Intelligent algorithms are then used to extract the relevant and
required information. When using a huge amount of sensors,
real-time processing is not possible. Following the task-orient
approach any usage of a resource and each processing step
are assigned to a concrete surveillance task. This leads to two
great advantages: On the one hand, resources can be used more
efficiently, e. g., if one specific person should be tracked in a
central station. A non task-oriented approach examines the
entire scene including the requested person. A task-oriented
approach monitors only the relevant person and ignores the
others.

One the other hand, the approach offers great possibilities
for enhancement of privacy. It is required by law and the FIP
that the purpose of a surveillance task is specified before the
task is executed. If a task is specified strictly according to
the purpose, a task-oriented System can ensure best possible
privacy and data protection for the user subjects. As processing
is task-related, person-related data can be isolated in case of
multiple surveillance tasks and privacy protection mechanism
can be established very granularly according to the require-
ments of the task. Hence, a task-oriented system is efficient
and privacy-aware [14].

B. An Event-Driven SOA Architecture for Surveillance

For implementation of a task-oriented surveillance, the
service-oriented approach shows potential. Surveillance tasks
can be specified in workflows and they operate on a high
level of abstraction. Figure 2 shows a demonstration scenario
of the SOA-based surveillance System NEST (Network En-
abled Surveillance and Tracking) [16]. In the demonstration
scenario, one person is tracked while walking from a reception

Uhttp://www.oracle.com/technology/products/id_mgmt/index.html
Zhttp://www.payback.de

3http://www.antimoneylaundering.net
“http://www.riskvalues.com



desk to a specific destination. To fulfill the task, multiple ser-
vices are used, e. g., for planning possible routes (route planing
service), for the tracking itself (person tracking service) or for
determining that the observed person has lost its way (route
surveillance service). If the latter is happening, an event is
generated, which signals the operator that something important
has happened. As it can be seen in Figure 3, information about
objects is stored in the OOWM and is provided to the services.
Besides the services, which specify the surveillance task, other
services are used to encapsulate sensors and to provide a
standardized interface (sensor services). In the following, such
sensor services are just called sensors. Due to the flexible SOA
design, different sensor types can easily be integrated and a
huge amount of data sources can be linked into the system.
The fundamental idea is that different surveillance tasks can be
described as automated processes with a minimum of human
interaction involved. The operator choses the suitable services
(to build a task) and the system performs the necessary
operations automatically.
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N cpata
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Buis for Streaming Data

NEST Architecture

Fig. 2.

C. Object-Oriented World Model

An Oject-Oriented World Model, as part of a surveillance
system, is meant to transform object observations collected
from multiple and heterogeneous sensor systems into a con-
sistent object representation, in order to provide a unified
information source for application-level software (services).
Sensor systems in this context are defined as any combination
of physical sensor deployments and corresponding signal-
processing software, able to extract object information from
raw sensor data (e. g., person tracking, face recognition, etc.).
In order to serve its objective, an OOWM has to perform
several tasks, which are closely linked to high-level data
fusion:

o Information Representation and Distribution: An
application-independent representation of objects, its
features and uncertainty about their assessment have to
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be developed. To distribute object information to high
level applications, a unified access and query mechanism
has to be established.

Data Association: For each new object observation, it
has to be decided if it corresponds to a new object
or represents updated information about a previously
observed object.

Data Fusion and Tracking: Updated information from
new observations has to be fused with previously assessed
information.

Information Aging and Management: First, it has to be
managed, whether objects which have not been observed
for a longer time period can be removed from the object
representation. Secondly, it has to be decided if enough
observations have been collected to support the existence
of a new object.

The main benefit of the use of an OOWM is the establishment
of a generalized object representation, which is designed to
be independent of application and signal-processing level.
Detailed explanations about the technical implementation of
an OOWM can be found in [17].

III. IDENTITY MANAGEMENT

By developing a modern form of Identity Management,
it is possible to integrate more privacy protection in smart
surveillance systems. In this chapter, first the challenges for
privacy in IdM are shown. Then, it is demonstrated how to
solve these challenges by combining IdM with automated
privacy policy enforcement.

A. Privacy Challenges

Smart surveillance systems have great potential. By inte-
grating new sensors and task-based surveillance, operators are
relieved of surveillance and crime prevention is increased.
Unfortunately, new privacy challenges result from these new
systems. In this section, three urging privacy challenges are
highlighted and used to define the privacy protection goals of
this work.

1) services can use Information from Foreign Tasks: In
a task-oriented surveillance architecture, different tasks have
different access rights to sensors. A critical task, e.g., for
protecting access to a secret area, can make use of higher-
performance sensors, while a non-critical task, e. g., counting
persons using the elevator, can only use less-performance
sensors. The services inherit this access right and every service
can only access attributes collected for its task.

In a running smart surveillance system, a lot of different
surveillance tasks exist and all objects and their attributes get
stored in the OOWM. To prevent that the same attribute is
stored multiple times, the OOWM merges all attributes from
the same person in the real world in the same digital identity.
Thus, attributes collected by different sensors get merged into
one object. This is a great challenge for privacy, because now it
is difficult to prevent services from using information collected
for foreign tasks.



2) Privacy Levels: Smart surveillance systems can monitor
a lot of different people simultaneously. Normally, these
people require different levels of surveillance. For instance,
in a mental institution: A mentally ill patient needs to be
monitored differently than the hospital nurses or medics.

3) Malicious Services Merge Information: Services get
their information from the OOWM. To enable them to differen-
tiate between objects, every object has a unique ID. Malicious
services can use these IDs to merge their information, just by
merging attributes from objects with identical IDs. Therefore,
it is not sufficient to just prevent services from accessing
certain attributes, but furthermore to prevent services from
using IDs to merge information.

For each of the three challenges above, a privacy goal
emerges:

Privacy Goal 1: Services should only be able to use in-
formation collected by sensors assigned
to their task.

It must be possible to monitor some
people very strictly without violating the
privacy of others.

Services must not be allowed to merge
information by using the IDs.

Privacy Goal 2:

Privacy Goal 3:
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Privacy Manager as information proxy

A first step to improve privacy protection is to block direct
access to the OOWM. In the new approach, shown in Figure
3, services have to acquire their information from a special
module, the Privacy Manager (PM). By this, it is possible to
concentrate most of the privacy protection techniques in one
place.

The Privacy Manager acts as an information proxy and is
able to check every attribute leaving the OOWM. Further,
the OOWM keeps track of which attribute is collected for
which task. So the Privacy Manager can prevent services
from obtaining information collected for other tasks. Thereby,
Privacy Goal 1 can be achieved by the Privacy Manager
blocking access to foreign information.

Another achievement of this approach is the easy enforce-
ment of privacy policies. Special policies, for every task and
corresponding services, allow fine-tuned access rights. Not
only is it possible to completely prohibit certain attributes
for individual services, but it is also possible to edit them.
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Thus, privacy protection is increased, while still allowing the
service to fulfill its task (see Section IV). In addition, group- or
person-specific privacy policies can be enforced by the system
and so it is possible to have different levels of surveillance
for individuals or groups. So Privacy Goal 2 is achieved by
the Privacy Manager through removing or editing attributes in
conflict with privacy policies (not discussed in this work, see
e.g., [18D.

C. Multi-Layer Privacy Management
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Without solving Privacy Goal 3, the effect of the Privacy
Manager is limited. Malicious services are still capable of
exchanging information and thereby evading its work. So a
new approach, the multi-layer IdM, is used. This approach
generates three different layers of IDs, representing the three
different layers of identities available in the system (Figure 4).

On the lowest layer, the Sensor-Layer, [ Dg are used. Every
time a sensor spots a new object, it generates a new unique ID.
Whenever a Sensor sends information about a known object, it
reuses the corresponding ID. So the OOWM can differentiate
between objects observed by various sensors.

The next layer is the OOWM-Layer. All information con-
cerning the same object in the surveillance area gets merged
into a single data object. For these objects, the OOWM
generates a new ID from the set 1. Dj;. In this layer, attributes
detected by different Sensors with different /Dg_ are fused
into one object with a new unique 1D, . Without knowing
its ID, no information about an object can be obtained from
the OOWM.

The highest layer is the Service-Layer. At this level IDp
are used and all previously described privacy enforcement
techniques are applied.

D. Distribution and Usage of IDs at the Service-Layer

IDs can be maped between the sets IDp and I D), in three
different ways:



o Bijective mapping between IDp and ID);, which is
constant within a scenario. The assignment is saved in
the PM.

Unique mapping between IDp and ID,;, but for every
communication a new ID x € IDg is created. The
assignment is saved in the PM.

For every communication at the Service-Level a new
IDp, € IDp is created, the assignment is not saved.
Hence, no mapping between IDp, and corresponding
IDMy € IDj; is possible.

Identifiers
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e‘

Identifiers
expired

start
Task
—

all Services
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Fig. 5. Four Different States of Surveillance Tasks

Every running task is in one of the four different states, as
shown in Figure 5. The first and the last state are important
for managing purposes only. The second (Acquire) and the
third state (Request) are important for the Privacy Manager
and Identity Manager. A more detailed look at the different
states is provided below.

In the first state, all needed components are initialized. As
soon as all required sensors and services are running, a task
changes into the second state.

In the Acquire state, services have to register at the Privacy
Manager to obtain information from the OOWM. The authen-
tication is done by established methods and therefore not part
of this work. After the authentication, the request is transmitted
to the Identity Manager. The Identity Manager checks, which
objects from the OOWM contain attributes collected for the
requesting service. For every accessible object, the Identity
Manager creates a new ID from the set /D p. Depending on
the mapping (see above), IDs in the set /D), are blocked
to ensure that they can only be used in one specific context.
When an ID is blocked the assignment is saved.

After that, a list containing all its I Dp_ is sent back to the
requester. In this state, the Identity Manager assures that all
Services use different IDs.

In the Request state, a service can query attributes of a
certain object it has access to. This is done by transmitting the
IDp, of the object to the Privacy Manager. The Privacy Man-
ager gives this ID to the Identity Manager which transforms
it to the corresponding I D), from the OOWM. If an IDp,
can just be used once, a new /D p_ must be requested and the
service has to register again. If a critical internal change took
place at the IdM, a service as to register again as well. At this
point, it is important to stress the fact that without the support
from the IdM a I Dp, is useless. The Identity Manager is the
only part of the system capable of transforming the /D p used
by the services into IDj; used by the OOWM. Hence, the
services have no possibility to circumvent the Privacy Manager
and access the OOWM directly.
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With the transformed I D, the Privacy Manager can access
the stored information on the object. It obtains all available in-
formation and checks them against its privacy policies. In this
step, the Privacy Manager removes all attributes not accessible
by the requesting service, either because the attributes were
collected by a foreign task or because active policies prohibit
their usage. After that, the checked information is delivered to
the service.

After finishing its observation, a task changes into the
last state. Here all running sensors and services are being
terminated. I/ Dp_ are unblocked.

By using these four different states, new privacy enhancing
methods can be integrated. Due to the fact that every service
has to obtain its information from the Privacy Manager,
privacy checks can be enforced at a single point. Finally, it
becomes impossible for services to merge their information
about objects with the help of IDs. Every service uses a
different set of IDs, leaving them no common base to merge
information.

IV. DEMONSTRATION AND TESTING SCENARIO

To evaluate the impact of the IdM on the NEST Architec-
ture, a test scenario is used. In this scenario, the OOWM knows
one object, the Person “Max Musterman” with numerous
attributes (see Figure 6 (OOWM)). Two services are running
to analyze the information. The first one NEST Emergency
Aid keeps track of all persons in a building. In the case of
an emergency, this service can give the last known position
of all persons to the rescuers. The second service NEST
Attendance Clock is the modern form of recording attendance.
The service registers when employees are entering and leaving
the company buildings so as to monitor their working-time
accounts.

A. Scenario Without Privacy Protection

In the first scenario, the OOWM is used without any privacy
enforcement. As seen in Figure 6 (a), both services can access
all information stored about Max Musterman. Furthermore,
both services use the same Identifier “Max Mustermann” to
refer to the object. So they could easily share information
about the person, when data access is limited. In this scenario,
both services have more information than needed to work
properly. NEST Emergency Aid only needs the position of
every person. Further information, such as name or sex, is not
necessary. A similar problem occurs for the second service,
as it only needs to know which employees are in the building
but not their exact position in it.

Since excess information increases the risk of abuse, this
situation is extremely undesirable.

B. Scenario With Privacy Protection

As seen in Figure 6 (b), with privacy control enabled,
both services have only restricted access to the information
in the OOWM. The NEST Emergency Aid has access to
the position attribute. This is everything this service needs
to perform its task. The second service, NEST Attendance



Clock, is able to read the name attribute, and thus can map
Max Musterman to his personal time account. The attribute
position gets abstracted to ‘in building’. This is sufficient to
perform the task, but much less critical for privacy protection
than the real position.

Through the work of the Identity Manager, both services
use different IDs to refer to the same observed person, Max
Musterman. So the services cannot use their IDs to merge
information about him.

With privacy enforcement enabled, both services can per-
form their tasks, while protecting privacy more than in the
scenario without privacy protection.
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Fig. 6. Scenario Without (a) and With (b) Privacy Protection

V. CONCLUSION AND OUTLOOK

Data protection and privacy enforcement are two of the key
challenges in smart surveillance. While systems become more
and more powerful, the usage of personal data or even any
data must be restricted. The task-based approach of the NEST
architecture combined with the work of the Privacy Manager
and Identity Manager allows a high grade of protection. As
shown in Chapter IV, it is possible to protect the privacy of
the surveillance subjects without losing functionality in the
system.

Privacy in smart surveillance systems is a recent area of
research although a lot of research has already been done.
Yet further work, for instance in the area of extended privacy
policies needs to be done. With new approaches, it could
be possible to create policies which adapt to the current
situation and so provide even more privacy protection. Another
interesting topic is the integration of mobile devices in the
available systems to modify personal privacy policies. This
would allow to develop highly dynamic systems.
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Abstract

Radio Frequency Identification (RFID) is a system
that uses radio frequency to transmit identification
wirelessly. Its functionality is much more powerful
than bar code system, with which a contacting reader
must be used to read the bar code. RFID, on the other
hand, may read the information stored in a tag with a
non-contact reader from a distance as far as tens of
meters. Health care industry is highly valued
throughout the world; applying the cutting edge
technology in health care industry to improve patient
health care has been the common goal pursued by the
hospitals all over the world. The introduction of
RFID as medical application is also being
enthusiastically studied now. This Study finds the
medical application of RFID application for the
workflow of the most critical and the busiest unit in a
hospital: the emergency department. The results of
this Study may significantly increase the operation
efficiency by improving the problems commonly
experienced at the emergency room, such as
congested queue for emergency treatment and
sickbed space, understaffed medical personnel, and
patient’s leave without permission.

Keywords: RFID, Emergency Room, Health Care,
Patient Satisfaction

I. INTRODUCTION

The Wal-Mart in the United States demanded
the packaging of all merchandises delivered to its
distribution center must have re-readable and
re-writable passive RFID tags in compliance with the
EPC (Electronic Product Code) standard attached
before January 2005 from its top 100 suppliers and
2006 from all suppliers. The Food and Drug
Administration (FDA) of the United States
announced in 2004 to adopt RFID technology for the
identification of counterfeit medicines and demanded
all pharmaceutical manufacturers must have RFID
tags attached to the packaging of their medicines
starting from 2007 for the tracking, managing, and
recycling of medicines. As a result, all wholesalers
and retailers must follow and adopt RFID system [1].
While many researches are undergoing for other
industries, the introduction of RFID for health care
industry is still in the experimental stage. Plans of
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RFID application tests in hospitals have been
proposed by many suppliers, such as medicine
control, patients contact history, patient identification,
equipment/apparatus tracking, injection management,
physician order monitoring, medical malpractice
prevention, blood bag quality control, and operation
room workflow; all of which concern primarily the
safety of the patients. Medical application of RFID
for patient health care enhancement is therefore the
focal point of this Study.

The emergency room is the most complicate
and busiest place in a hospital. It is the center for
treating patients with accident injuries and/or acute
sicknesses of different levels of medical needs on a
daily basis that the patients must receive the most
adequate treatment and care in the shortest possible
time from both the physicians and the nurses. Upon
the arrival at an emergency room a patient goes
through a medical operation procedure, including
triage, registration, treatment, cashier, pharmacy, and
admission, which require seamless collaboration with
the medical treatment team [2].

A patient goes missing and leaves registration
record but no clinical record is a frequent scenario in
an emergency room. Such patient often leaves
without excuse the hospital while waiting in queue,
inhibiting hospital management from tracking the
patient head count and location and making patient
scheduling a difficult task for the hospital personnel
[3]. It is therefore a crucial issue for the medical
workers being allowed to control the accurate
information of the patients’ location in real time.

Some of the patients after diagnosis by
physicians are concluded to be non-urgent cases and
are redirected to the provisional observation room
instead of hospitalization. However, chances are
some of them have to stay and wait for hours before
receiving any further attention from the medical
personnel again and being left alone to deal with the
anxiety brought by the emergency room surrounding
on top of the stress of illness. Therefore, it is
paramount to allow the patients to know the
examination results and the diagnosis conclusion as
soon as possible. The reduction of patients’ waiting
time is urgently needed [4, 5].

As a result, enhancing medical treatment quality,
increasing patients’ satisfaction toward hospital,
making more time available for emergency treatment,



and providing even better medical care environment
in the emergency room through the use of
information technology are now the common goals in
the health care industry. The scope of this Study
focuses on improving medical treatment safety
through RFID applications in medical treatment
process for the patients in the emergency room,
including alert of excessively prolonged queue,
patient location tracking, and alert of excessively
prolonged stay.

II. LITERATURE REVIEW

A RFID system, in the simplest form, consists
of three components: a Tag or Transponder, a Reader
and an antenna. A passive tag (or powerless tag) has
no battery built in and requires external energy to
trigger and initiate signal transmission. An active tag,
another common tag, has built-in battery to provide
power to actively transmit signal. Both types of tag
have a chip inside to carry and process information.
Upon entering an electromagnetic zone a passive tag
is triggered by the interrogating signal sent by the
reader, from which it obtains power through induced
current, and begins transmitting the product
information stored on its chip. An active tag, on the
other hand, as its name suggests, actively and
constantly transmits the information on its own. As
the reader receives the information, it relays the
information to a central information processing center
for further application. Other hardware and software
are required to support RFID application [6, 7]. A tag
may come in different shapes and sizes: business card,
coin, button, price tag, wristband, and grain; the list
can go on and on. In general, a tag may be passive,
semi-passive, or active [8]. A passive tag has no
battery built in to supply power and requires external
induced current to power and trigger signal
transmission. This is why its working range is limited
to one meter or shorter. Both semi-passive and active
tags have built-in battery, and that is the reason why
their working distance ranges from several meters to
tens of meters, only that a semi-active tag still needs
external induced current from the reader to activate
the built-in battery to supply power for signal
transmission. An active tag will constantly transmit
signal; if it detects the presence of a reader, it begins
to transmit information. Because a passive tag is
powered externally by a reader, its service length is
virtually unlimited (until it is damaged). The service
length of an active tag may last up to 8 years
theoretically or merely one month in practice as it is
limited to the battery life and power consumption.

The Ministry of Economic Affairs (MOEA) has
taken initiatives to seek for  preventive
countermeasures since the SARS epidemic, and
RFID application in medical care is one of them.
Currently the pilot projects have been rolled out at
the Taipei Medical University Hospital, Show Chwan
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Hospital, Sun Yat-sen Cancer Center, and Kaohsiung
Veterans General Hospital. With financial support
from the MOEA, the Industrial Technology Research
Institute is also cooperating with Hsinchu Dong Yuan
Hospital for RFID trial project. Each of these medical
institutes concentrates on different subjects of RFID
applications: SARS control, area control, restricted
area control, bio-medical waste control and monitor,
and patient contact tracking.

Some hospitals in the United States are keen to
adopt new technology for medical care application
[9]. For examples, RFID time sheet for ER personnel
[10] and medical record tracking by RFID [11].
These pilot projects have achieved quite satisfying
results and these hospitals use 2.45GHz active tags,
for which readers have a scope of signal interrogation
as long as 30 meters, far more accurate than passive
tags that allow less than one meter of scope.

Several human right groups in the United States
oppose RFID applications on patients for the reason
of privacy violation by unauthorized RFID tracking
[12]. Some manufacturers in return respond with
erasable tags [13].

RFID applications in Taiwan are still very
limited. The policies of the Bureau of National
Health Insurance have caused great reduction in
hospital profitability and, consequently, displaced the
available budget for the induction and application of
new technology. Another factor is that it is inherently
difficult to change the status quo of the operational
workflow already in place and accustomed to hospital
employee. The most critical issue, eventually, is the
price of RFID system is not yet attainably acceptable
to the majority of consumers. There are, practically,
difficulties in applying RFID for any medical
institute. The pilot projects of RFID, subsidized by
the MOEA, are currently implemented at the Taipei
Medical University Hospital, Show Chwan Hospital,
Sun Yat-sen Cancer Center, Kaohsiung Veterans
General Hospital, and Hsinchu Dong Yuan Hospital.
Nonetheless, these projects are all not comprehensive
and have still a long way to go before the full scale
implementation [14,15,16,17].

Shiumn-Jen Liaw et al. (2002) had studied the
factors of patient premature departure from
emergency room with incomplete diagnosis
procedure and categorized such patients into four
types: (1) departure without diagnosis, (2) departure
due to denied insurance of emergency coverage, (3)
departure without excuse, and (4) voluntary departure.
The departure without excuse is further
sub-categorized as incompletely diagnosed and
completely diagnosed. Liao concludes that these
patients departed mostly because the excessively long
waiting time for diagnosis, time poverty, or
unpleasant encounter with hospital personnel. Liao
suggests 42% of the patients expect the waiting time
not to exceed 15 minutes, and 49% do not accept
more than one hour of waiting time. Failure of either
one shall result in dissatisfaction with the medical



service provided by the hospital [3].

Su-chou Siao (2002) proposes that the major
factors of prolonged patient stay for provisional
observation in emergency room are (1) excessively
long waiting time for available sickbed, (2)
excessively long provisional observation time, (3)
understaffed medical personnel, and (4) insufficient
space [5]. Ming-ling Liou (2001) has conducted field
investigations in emergency room to explore the
distribution and variance of waiting times among the
stages of medical care in emergency room, and
studied their significances concerning patient
satisfaction.

The literatures abovementioned reveal that
most of the patients depart from hospital due to
excessively long waiting time. The long the waiting
time at emergency room, the more likeliness of
patient dissatisfaction toward hospital will be and
eventually cause patients to depart or even
permanently abandon the hospital. There is a
significant causal relationship between patient
waiting time and departure.

II1. SYSTEM ENVIRONMENT STRUCTURE
AND DESIGN

The goal of this Study is to design a query
system using RFID, of which major function shall be
actively providing real-time information of the
locations of the patients with excessively long
waiting time.

A RFID system structure is a combination of
tag, reader, and application system. The type of
application system varies according to the needs of an

Examination(Technologist, Radiolo_..

ER(F atient, Murze, Physician, Clek)

industry and the structure may be specialized
according to the specification of the tag used. The
system structures in the case of passive or
semi-passive tag and in the case of active tag, for
example, are different. In this Study focuses on
applying semi-active tag of UHF frequency on the
patients at emergency room to propose a system
structure for safe emergency room service. Upon the
arrival of a patient at an emergency room for triage, a
RFID wristband is printed and mounted to the wrist
of the patient. All following procedures must be
reconfirmed with a reader, including diagnosis by
physician, medication distribution by nurse, injection,
examination, urgent operation, and etc.

As shown in Figure 1, the process at emergency
department in most hospitals begins with triage at the
entrance. A patient of level one or two triage must
complete registration first and then queue in the
waiting room. A level three or four triage may
proceed to emergency care by physicians first and
complete the registration process afterward. The
emergency departments in some larger hospitals may
be specialized into different departments, such as
emergency surgery, emergency internal medicine, and
emergency pediatrics. Whatever the department it
may be, the physicians after the initial diagnosis may
request certain examinations, and prescribe
medications accordingly. The relationship between
physician diagnosis and radiology or laboratory
department is expressed with two-way arrows in
Figure 1, denoting that such process is not necessarily
required depending on the physician’s decision. If so
required, the process following the examination is
still the physician for further diagnosis.
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( Tiage )
egistration :

Diagnosis and
Treatment
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Five areas of the process of emergency
department are highlighted in Figure 1 as possible
procedural problems. The first one is patients’
excessively long waiting time for diagnosis by
physician after triage and registration. In some cases
large amount of patients are rushed to the emergency
room, and the patients with critical conditions are
prioritized by the physicians, causing longer waiting
time for other patients. In some other cases the
physician on duty at the emergency department is not
specialized for the patient’s condition and must wait
for the qualified specialist, such as an eye-related
problem shall wait for an ophthalmologist, and an ear,
throat, or nose (collectively referred as ENT) issue
should be determined by an otolaryngologist. If a
specialist is not available or not present, the patient
will have to wait for even long time. Therefore, the
first problem is excessively long waiting time for the
patients. The second factor is patient after being
determined as hospitalization is not necessary by
physician receives no attention during provisional
observation due to medical personnel is preoccupied
by other tasks, causing the patients to endure
excessively long waiting time. Therefore the second
problem is excessively long stay in the provisional
observation area for the patients, resulting in patients’
departure without excuse compelled by their
dissatisfaction toward the hospital personnel. This
leads to the third problem: departure without excuse.
A patient may depart from the hospital for certain
reasons before the process of cashier after being
acknowledged that leave is authorized. For examples,
lack of money to pay the hospital or no medication is
prescribed. This is the fourth problem: departure
without payment. The fifth issue is no occupancy of
sickbed after a patient is instructed after diagnosis to
proceed with hospitalization process, causing the
patient to wait in the emergency room for sickbed.
The availability of sickbed in some popular hospital
often runs out, and the waiting time for a sickbed
may last for as long as two or three days, causing
patients’ dissatisfaction. Therefore, the fifth problem
is no occupancy that drives patients back to
emergency department to wait.

Because an emergency process is prone to
negligence, the application of RFID in emergency
department, as shown in Figure 2, by immediate
printing and mounting a RFID wristband on the wrist
of a patient at triage by the medical personnel before
the patient is redirected to the waiting area. If a
physician fails to diagnose the patient in due time
stipulated by the hospital, a short message is
immediately sent to the management center where
high management may initiate an emergency protocol.
For example, dispatching extra physician may avoid
excessively long waiting time for the patient. This
measure solves the first problem mentioned in above.
A patient in the provisional observation area may be
waiting for examination report or intravenous drip.
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However, if such patient is made to wait for
excessively long time without further attention form
the medical personnel, the RFID will not be read for
a predetermined amount of time. The information of
the patient will be automatically sent to the
management center where the management of the
hospital may respond accordingly, such as instructing
the medical personnel to give further attention
provide more medical service, or request the
examination reports to be completed within a certain
amount of time. This measure may solve the second
problem mentioned in above. In the case that a
patient is not yet authorized to leave, or that a patient
is notified that leave is authorized before the cashier
process, and the patient departs without excuse, the
RFID reader at the exit of the hospital will
automatically send an instant message to remind the
medical personnel that the patient has departed. The
intention of this message is helping the medical
personnel to realize the absence of the patient, not
necessarily policing on the patient’s departure
without excuse. There are times the patient is simply
going out for lunch or having a cigarette outside. This
measure takes care of the third and the fourth
problems. Before a patient in need of a sickbed is
assigned with one, the RFID will not receive the
information of the completion of hospitalization
process of the patient at admission counter. If the
RFID after a predetermined period of time receives
no such information, then it means the patient is
suffering from excessively long waiting time and the
RFID system will automatically send a short message
to alert the management center where decision can be
made to direct the medical personnel to assist the
patient to proceed with transfer, and patient
dissatisfaction of waiting time may be avoided. This
measure eliminates the fifth problem.

IV. RESULT

As consumerism continues to rise in recent
years, more scholars are studying the quality of the
medical care provided by medical service providers
form the aspect of consumer. The term of medical
quality in the eyes of the patients has escalated from
the simple treatment result to customer satisfaction of
the entire medical service experience. This
phenomenon has confirmed that the medical service
concept based on patient’s right shall be the direction
of medical quality development in the future. RFID
can be adopted by a hospital for a variety of
applications. The Emergency Department of the
Kaohsiung Veterans General Hospital has adopted
RFID for reconfirmation of medication distribution
and injection. Dong Yuan Hospital has adopted RFID
to manage SARS patient contact history. The
Operation Room of Chang Gung Memorial Hospital
has adopted RFID for reconfirmation of the surgical
target.
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This Study concerns the experimental
introduction of RFID at the emergency department. It
is expected that the introduction of RFID not only
assures the five-step medical safety checklist (the
right patient, the right medication, the right dosage,
the right approach, and the right timing), but also
solves the problems of excessively long waiting time
of  diagnosis, excessively long provisional
observation period, unattended by medical personnel,
excessively long waiting time of sickbed occupancy,
and departure without excuse.

This Study has developed, by using Visual
Basic, a RFID System for Emergency Department to
solve the above-mentioned five problems of the
emergency room process. However, the system has
only been simulated in laboratory. Despite that the
result of this Study is not implemented in any
hospital in Taiwan, it indeed can enhance the service
and safety for the patients, increase medical quality,
and develop trustworthy image for a hospital. In
addition, the doubt of privacy violation is also
addressed by this Study. Tracking a patient’s location
in a hospital or preventing a patient from departure
without settling medical bill is not the intention of the
RFID system proposed by this Study, even though it
may be so used. This Study aims to enhance medical
quality by assisting medical personnel to seek for the
location of an emergency patient and provide
adequate assistance for the patients who have waited
excessively long time.

V. DISCUSSION AND FUTURE
DEVELOPMENT

This Study focuses on the introduction of RFID
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for emergency department application that not only
solves the problem of patients’ excessively long
waiting time, but also allows the hospital
management to monitor the service for the patients
provided by the medical personnel at any given time
and reduce patient complaint, even prevent potential
medical dispute. For the medical personnel, they may
stay informed about the location of the patients at any
given time, monitor the examination and medication
for the patients, reduce data input time in the
workflow, and serve more patients with the time
saved. For the service provided for the inpatients, the
RFID reader installed at the hospital entrance/exit
monitors the location of the inpatients to protect them
from criminal actions and prevent missing inpatient.
For the academic circle, this is an excellent case
study for industry-specific application. RFID not only
may be applied in other departments of a hospital, but
also in other industries, such as manufacturing,
service, apparel, and food and beverage. RFID
application is important more than ever for the
enterprises that emphasize customer relationship
management, cost reduction, and profitability.

The triage station personnel,
registration/cashier  clerks, physicians, nurses,
medical technicians/radiologists, pharmacists,

patients, and hospital management involved in the
introductory stage of RFID application in the
emergency department workflow may experience
added workload, such as time pressure. However,
they shall be enjoying the convenience brought by the
new  technology after the comprehensive
implementation. Every step of the process may
comply with the standard operational procedure, and
medical safety may be greatly enhanced. If the
implementation succeeds, it can serve as a
fundamental paradigm for expanding the applications



to other applications in the hospital and encourage the
acceptance of RFID among the personnel concerned.
The Information Management department is not only
a logistic unit of a hospital; it should make the best
use of information technology and apply in every
process of a hospital to increase operational
efficiency and competitiveness, assuring the
sustainability of the hospital.
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Abstract

The medical skills in some developing countries
are almost as advanced as those in developed
countries. Medical cost, however, is relatively lower
in the developing countries. In recent years, the
medical industry in some developing countries has
exhibited the trend of providing international medical
services. Taiwan’s medical quality and instruments
are at par with those of most developed countries.
The average medical cost is relatively more
reasonable. Generally, the infrastructure in Taiwan is
at a respectable level to be able to develop
international medical treatment and to offer
short-term vacations. Furthermore, an oversea tourist
will require specific post-cosmetic care after he/she
had finished the cosmetic treatments and preferred to
have a short-term vacation in that area. Generally, the
post-cosmetic care during the vacation is important to
effectiveness of the cosmetic treatments. In this
paper, we aim to explore technical models for serving
the overseas tourist and realizing the collaborative
business services of cosmetic treatments and travel
tourisms. The proposed Cosmetic Tourist Guiding
Model (CTGM), which includes the Genetic
Algorithm (GA) scheduling function for planning
suitable trips and remote pre-assessable functions,
can provide overseas visitors convenient services and
allows the cooperation of business owners of medical
treatment facilities and travel agencies.

Keywords: genetic algorithm, business model, tour
scheduling, cosmetic service, tour guiding

1. Introduction

In recent years, the medical industry has exhibited
the trend of providing international medical services
in some developing countries such as Korea,
Thailand, Singapore, India, and Hungary, among
others. These countries earn income by exploring the
overseas market and cooperating with travel agencies
at the same time. The medical skills of some
developing countries are almost at par with those of
developed countries. Medical cost is relatively lower
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in the developing countries. For example, cosmetic
surgery and health examinations are relatively
economical in the developing countries. Moreover,
some transplant operations, such as surgical knee
joint, are also cheaper. On the market demand side,
people in advanced countries have more expectations
in accepting overseas medical treatment when the
economic development is gradually becoming
outstanding. The medical quality and instruments in
Taiwan are almost at par with those of most
developed countries. The doctors are experts in their
fields. The average cost of medical treatment is also
relatively reasonable. Generally, the infrastructure in
Taiwan is a convenient reason for the development of
international medical treatments and for fostering
cooperation with short-term vacation tours.

This study aims to explore technical models that
can be used to realize combinative businesses, such
as cosmetic treatments and travel tourism. The
proposed model, which includes Genetic Algorithm
(GA), will be able to provide overseas visitors
convenient services and to create opportunities for
cooperation among the business owners of medical
treatments and travel agencies. The relevant
technologies to satisfy these targets are intelligent
scheduling, lightweight mobility, cosmetic care, and
touring knowledge. We focus on the technical model
and scheduling technology. Besides, cosmetic care
and touring knowledge are obtained by interviewing
relevant domain experts, such as cosmetic doctors
and travel agencies in Taiwan.

The rest of the paper is organized as follows. In
Section 2, the relevant technologies about scheduling
are introduced. The definition of the considerable
arguments and representations to construct the
proposed Genetic Algorithm (GA) are defined in
Section 3. It also explains the proposed fitness
function and the GA flow. In Section 4, the technical
components and their interconnections are modeled
in detail. In Section 5, the experimental results for
validating the model are analyzed and discussed.
Finally, the conclusion and future work are
summarized in Section 6.
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Fig. 1 The general GA process flow

Table 1 Algorithm comparison

Stability for | Adaption for
Performance .
precision Problem scale
GA Fast Stable Large
ACO Normal High stable Middle
Tabu Slow Normal Small
SA Fast Normal Large

2. Related Technologies

In this section, the related algorithms that are
probably applicable to scheduling tours are carefully
introduced. The strengths and weaknesses are
compared for the final choice. Those popular
algorithms for arranging tours are as follows:

Genetic Algorithm (GA) is a computing technique
used in probing the optimization solutions of problem
domains. The GA technique is inspired by
evolutionary biology fields, such as inheritance,
mutation, selection, and crossover. The GA methods
are categorized as global search heuristics that belong
to one particular class of evolutionary algorithms.
When GA technologies are realized in a computer
simulation, the solution evolves towards optimization
along with a set of abstract chromosomes (i.e., key
factors of the problem) in the generations. The
evolution usually starts from a random generated
solution and occurs within generations. In each
generation, the fitness of every solution is evaluated,
and multiple solutions are reproduced, which will be
selected from the current solutions based on their
fitness and modified through recombination or
random mutation to form a new solution. The new
solution is then used in the next iteration. The next
solutions are propagated towards elimination in each
generation [1-6]. The behavior is similar to the
propagating plant with slow intelligence system [7].
The difference is that the GA is generally terminated
when either a maximum number of generations have
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been reproduced or a satisfactory fitness level has
been achieved for the inherited solution. The general
GA flow is shown in Figure 1.

The ant colony optimization algorithm (ACO) is
a probabilistic technique for solving computational
problems that can be transformed to geometric graphs
used for finding the paths. The ACO was designed to
progress similar to the behavior of ants seeking a path
between their colony and a food source [8]. The first
ACO was proposed by Marco Dorigo in a Ph.D.
thesis in 1992 [9-10]. The idea involved some
meta-heuristic optimizations and aimed to search for
an optimal path in a graph. The original idea has been
diversified to solve a wider class of numerical
problems. As a result, several problems have
emerged, drawing on the various aspects of the
behavior of ants.

Tabu search algorithm is a mathematical
optimization method that can be used for solving
combinatorial optimization problems. Tabu search
belongs to the class of local search techniques, such
as the traveling salesman problem. Tabu search
improves the performance of a local search method
using memory structures: once a potential solution
has been determined, it is marked "taboo" to prevent
the algorithm from visiting that possibility repeatedly.
Tabu search was initially proposed by to Fred W.
Glover in 1989 [11-12]. It utilizes a neighborhood or
local search process to move iteratively from a
solution x to a solution x' in the neighborhood of x
until some stopping criterion is satisfied [13]. It is
also used to explore regions of the search space that
will be left unexplored by the local search process.

Simulated annealing (SA) is a generic
meta-heuristic method for the global optimization
problem of applied mathematics. SA seeks a locating
approximation to the global minimum through a
given function in a large-scale search space. Besides,
it is often used when the search space is discrete (e.g.,
all tours visiting a given set of cities or spots). For
certain problems, SA may be more effective than
exhaustive enumeration, provided that the goal is
merely to find an acceptably good solution in a fixed
amount of time rather than the best possible solution
[14-15].

For large-scale problems, GA and SA have better
performance than ACO and Tabu. However, ACO is
the most stable. GA’s stability is also better than that
of Tabu and SA [16]. The characteristics of these
algorithms are compared in the Table 1. The existing
tour scheduling models, like the multi-agents for city
travel [19], are not applicable in this cooperative
business. For the tour scheduler in our system, we
surveyed the related technologies and compared their
conveniences. The scheduler in our system requires
characteristically a large amount of data to arrange



tours for visitors. Therefore, the proper algorithms
should either be GA or SA. Furthermore, the GA
solution has better precision than SA. Thus, we
finally chose the GA algorithm for the scheduling
tours, and implemented it in the kernel of the
proposed system.

3. Proposed Algorithm Design

This section describes how the GA is applied to
tour scheduling. In the GA data structure and
evolution, the definitions of chromosome and genes
play the most important roles. Therefore, the
chromosome representation and the genes are first
illustrated. The effecting factors to the genes are then
exposed in detail. The solution evolution is iteratively
improved by generating next chromosome. The
fitness function is the criterion used to stop the
evolution. Thus, fitness function is also defined in
this work. Finally, the GA flow is expanded to
explain evolution progress step by step.

3.1 Chromosome representations

A chromosome is composed of a number of genes.
A gene is a minimal unit in heredity. In our
chromosome representations, the genes in the left
chromosome represent the sequence of the attractions,
which the visitors intend to visit. The final evolution
sequence represents the most proper tour schedule for
visitors. The genes in the right chromosome represent
how long the visitors will stay at the attractions in
relation to the left sequence of the chromosome. The
gene in the middle chromosome represents the time
when the visitors start their daily tour. To work out
the arrival and departure time of each attraction, the
function f(pl,p2) is utilized to calculate the delay
time of the whole tour. The delay time can be
approximately calculated from Google maps. A
chromosome example in our algorithm is shown in
Figure 2.

In the example figure, the visitors start their daily
tour at 8 o’clock in the morning, as the gene in the
middle is equal to eight. Thus, the Ts value is equal to
8 o’clock. The function f (S, B) = I represents the
traffic time from S to B is one hour. According to
function £, the algorithm can derive the arrival time at
scenic spot B as 9 o’clock. Furthermore, the stay time
at spot B can be defined as three hours in the gene
next to the middle gene by a travel agency in
advance. Thus, the difference in time between the left
and right gene B is three hours. In the same way, the
time 12:30 is derived based on f'(B, 4) = 0.5. In this
example, the sequence plan of this tour can be
transformed to a user-friendly interface and be used
to guide the visitors from scenic spot B to A, D, and
finally to C. The visitors will arrive back to the hotel
at 11 o’clock in the evening.
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Fig. 2 Chromosome representations
3.2 Fitness function definition

The fitness function is designed to derive the
fitness value when a user visits a scenic spot. The
factors in the fitness function are as follows:
attraction, category, and stay time at a scenic spot.
The visitor's hobbies and medical treatments are also
included in the factors of the function. The specific
definitions are represented as follows:

ATTRACTION ,(t) = attraction of the spot P
at time t

USER ,racii0n (P) = attraction of the spot P

for the user

STAYp(T) = fitness value of staying t hours
at spot P

Environment, (t) = environmental factor of

the spot P at time t, e.g.,

Light,(t) represents the

sunshine factor

USER .,..isonmen: (X) = fitness of a visitor when
he/she stays at
environment x, e.g.,

USER 5, x)

The environmental factors can contain sunshine,
temperature, humidity, ultraviolet rays, and wind
force, among others. However, based on the
interviews with cosmetic doctors, we chose sunshine
as our key environmental factor to implement our
fitness function. The fitness value in our GA function
is defined as follows:

f=Xap !

USER, 1,0 ciion(P) X [ STAY(T) +
teave vt [USER . (LIGHT, (1)) +

t=arrival
ATTRACTION ;(1)]
3
The fitness value of a scenic spot will be diverse
at different times because sunshine varies

accordingly. This is true in a real situation in the
real world. The estimated fitness of a spot at time ¢
is used to leverage the fitness value discretely
during arrival and departures times. Furthermore,
the final fitness of a spot at time ¢ is the product of
the estimated fitness and a visitor’s hobby. Finally,
the total fitness value of this tour for the visitors is
the sum of the fitness of all the spots.



3.3 The characteristic evolution in GA flow

Selection: The selection in each generation is
based on the fitness value, which is generated by the
fitness function. The higher fitness value has a better
chance to be selected for reproduction than the lower
one. The higher fitness value can be selected for
reproduction on large scale in the next generation.
Meanwhile, the lower fitness is eliminated little by
little. For each new solution to be reproduced, a pair
of previous solutions is selected for breeding from the
previous selection pool. By reproducing the next
solution using the crossover and mutation methods, a
new solution is created.

Crossover: In our algorithm, the position-based
crossover (POS) method is chosen to perform
crossover in GA flow. The POS is explained as
follows:

(1) To initially select two chromosomes as
parents of next generating chromosomes

1]2/3/4/5/6]7/8]9
5 69.87.14/23

(2) To choose randomly three genes (i.e., 2, 3, 5)
in the chromosomes

112034 s 6171819
51608 7 [dlal2)3

(3) To exchange the genes of the two

chromosomes

Lo o7
L2 s

(4) To fill in the other genes

L6 o217 30405 8
62305 g l7ldla

O 5 (6| 8 (7] [4]2]3]
Aft . .
mutafiron Bnﬁnnu

Fig. 3 Chromosome mutation
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Mutation: Mutation is the change of genes with
probability in a chromosome. In our GA function, we
chose exchange mutation by exchanging two or more
genes in a chromosome. For example, the mutated
chromosome is shown in Figure 3.

4. Cosmetic Tourist Guiding Model
(CTGM) Architecture

The CTGM was designed to include three parts:
remote server, mobile user, and medical service. The
CTGM architecture is shown in Figure 4. The remote
server is a back-end server with a scheduling engine
and a personal reminder. The engine is constructed
by the generic algorithm mentioned in Section 3. The
personal reminder is used to generate personal care
information according to scenic spots, medical care
information, and personal needs. The mobile
secretary can query the necessary information from
the reminder and tour database and then send the
information to the user’s mobile device. Furthermore,
the secretary could also feedback the user’s location
to the scheduling engine and personal reminder
during the visitor’s tour. Therefore, the scheduling
engine can reschedule according to the feedback if
necessary.

The cosmetic doctor can recommend a user’s
medical notice through the APITE system, which is a
remote consulting system for cosmetic users and
doctors. Some facial expression technologies are
applicable to the consulting system [17-18]. The user
can acquire his/her touring schedule, including
medical concerns, through the user browser in mobile
devices. The travel agency can maintain the scenic
spots in the CTGM and schedule the guest’s tour
through the user interface provided by the CTGM.
From business viewpoint, the whole system is indeed
applicable to some product, and the results in some
businesses can be beneficial if the medical provider
and travel agency agree on a specific service level
agreement.

Mobile User Remote Server Medical
Service
Spots II
attractions Medical I
|| care notice
I
| Personal i
Reminder i
|| Cosmetic
WPITE svstem|
__|._]| Scheduling
Engine(GA)
' Scheduled T Cosmetic
tour I Scenic Spots Doctor &
E ocation ey Nirse
-""""L"""-" - i
User Browser | Uiar e
- ; :' (Visitor'tourist) ~ j--------- a r::cv
Web ||PDASG ; with GPS gency

Fig. 4 CTGM architecture



Furthermore, the remote server in the CTGM can
provide general business web services that can
support GA service to enhance service quality. For
example, there are additional components such as
user registration and login service, user authorization,
global positioning service, real-time weather query
service, and suggestion feedback service.

The GA function that includes other factors is a
high complexity function. The mobile device is
usually equipped with low computing and limiting
power. Moreover, the GA function in the server has
high maintainability and extensibility. Owing to these
viewpoints, the GA is designed to execute from a
remote back-end server and dispatch computing
results to a mobile user’s device.

If a user triggers the scheduling function on the
schedule webpage, the scheduling service is remotely
called on to invoke a GA object in the server side.
Meanwhile, the related factors (i.e., genes) are
pre-loaded into the memory through db gpsdata
object to enhance performance. The db_gpsdata is an
object that queries the necessary data from the
database. This preload activity must be executed
before the GA is initialized. In each GA generation
loop of the GA evolution, the GA instance executes
the following steps: to evaluate fitness, to select two
parents, to crossover, and to mutate randomly. The
sequence diagram is shown in Figure 5.

5. Evaluation

The components in both the server side and the
mobile side were developed using Microsoft Visual
C#NET 2008. They were expressly encapsulated as
Web Services for network communication. The
server components were installed in an IIS 7.5.7600
server, and the computing data were stored in a mysql
database. The designed GA function was installed in
the server side and was used to communicate with the
components in the mobile side through web service
protocols.

: Scheduling Page | | : Scheduling Service| [ :GA | | :DB_GPSDATA
M Invoke() I M M
GA()
7 | Open() & Load()
—
R
L Initialize()
Iool_p
1 F_\algaIE[] !
! I
: Select()
| I
1 L Crossover() :
1
1
: Mul_awt] 1L
Result() 1= - |4 — !
Display() i

Fig. 5 the GA sequence diagram
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To evaluate the proposed GA function, we

scheduled the various spots in a one-day tour in
southern Taiwan for visitors. A tour schedule was
simulated by combining various numbers of scenic
spots, such as 5, 7, and 10 spots, in a one-day tour.
For each case, the various results were collected by
executing the GA functions 10, 20, 30, 40, and 50
generation times. The GA accuracies of the cases of
5,7, and 10 spots are shown in Figure 6.

As seen in the curves, accuracy will significantly
keep on increasing if the generation times are less
than 30. On the other hand, the accurate results will
be stable if the generation times of the proposed GA
are up to 30. Comparing different curves in the same
generation times, the accuracy of 5 spots is higher
than that of the 7 spots and 10 spots. The higher
complexity resulting from more spots accounts for
this. Therefore, the highest accuracy occurs when 5
spots are scheduled in a one-day tour.

6. Conclusion and Future Work

An oversea tourist will require specific post-
cosmetic care after he/she had finished the cosmetic
treatments and preferred to have a short-term
vacation in that area. Generally, the post-cosmetic
care during the vacation is important to effectiveness
of the cosmetic treatments. In this paper, we aimed to
explore technical models including Genetic
Algorithm (GA) to realize the combinative business
of cosmetic treatment and travel tourism for serving
the overseas tourist. The proposed Cosmetic Tourist
Guiding Model (CTGM) was connected to the GA
and other technologies, and was successfully
extended to construct a cosmetic tourist guiding
system. The CTGM is composed of the necessary
functions and is useful in the business domain of
international cosmetic tourism. The relevant
technologies in CTGM are GA, lightweight mobility,
cosmetic care, and touring knowledge. Cosmetic care
and touring knowledge was obtained by interviewing
relevant domain experts, such as cosmetic doctors
and travel agencies, in Taiwan. In the future, the
CTGM model will be extended to provide overseas



visitors with convenient services. The model will also
be enhanced to provide an open platform for the
business owners to collaborate with each other over
the Internet.
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Abstract. The introduction of mobile devices into wireless
sensor network systems has attracted significant attention in
recent years. Mobile devices can provide a bridging mechanism
to connect geographically separated sensor networks, forming a
global coverage sensing network. However, effective techniques
for organizing multiple mobile devices and supporting
coordinated sensor-data sharing have not yet been established.
This paper presents two Coordinated Query Processing
mechanisms, CQP-1 and CQP-2. Simulation studies indicate the
potential for significant energy savings with the proposed
techniques.
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1 Introduction

A wireless sensor network (WSN) refers to a large
collection of spatially distributed sensor nodes with
sensing, computation, and communication capabilities.
The deployment of sensor networks opens a “window to
the world,” allowing for sensor-data collection and data
fusion for area monitoring, object or event tracking, etc.
One unique characteristic of such networks is that sensors
pose a severe constraint on design issues such as energy,
communication, computation, and data storage [2,3,4].
Generally, sensor nodes are powered by batteries. This
constrained energy-supply property results in energy
conservation becoming a critical system design
consideration. Furthermore, sensor nodes are mostly
equipped with relatively limited memory capacity and
slower processing units, which restricts data management
and processing capabilities. Finally, in terms of
communication, data is normally transmitted in a multi-
hop fashion. Thus, acquisition of sensor data requires the
activation (and hence energy consumption) of target
sensors, as well as those sensors along the transmission
path. As a consequence, sensor networks are normally
designed to serve local sensing queries only. Remote and
global querying is generally unsupported.

In contrast to resource-limited sensor networks,
wireless mobile networks have significantly relaxed
power constraints; and mobile objects (also referred to as
mobile devices or mobile nodes) can support large
memory and fast processors. Various communication
technologies, including Cellular, Wi-Fi, WiMAX, and
Bluetooth, have been recently developed for connecting
billions of mobile products, such as PDAs, cell phones,
laptops, and cars [3,5,9].

Inspired by the above facts, recent research has
begun to exploit the interplay between mobile objects and
static sensor nodes. Thus, the concept of multi-tier
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networks, with mobile objects at the “higher” level and
sensor nodes at the “lower” level, has been proposed. The
mobile devices can be regarded as an overlay network on
an existing sensor-level network. This will enable a
heterogeneous design space that can offset the stringent
resource and power constraints encountered in traditional
static sensor networks by taking advantage of the
mobility and communication flexibility of the mobile
objects. The mobile-object level also provides a bridge to
connect individual sensor networks into a global sensing
net.

1.1 Remote Query Processing

One class of applications ideally suited for such
multi-tier networks is remote sensing. For example, (1)
before starting on a particular driving trip, learning
beforehand the traffic load can help us wisely choose our
best route, and (2) at the start of lunch time, querying for
the open-table status at a selection of eating locations can
cut our waiting time significantly. An architectural
example is illustrated in Figure 1. Note that although
mobile objects and sensor nodes are physically located in
the same two-dimensional coordinate system, we
logically classify mobile objects as being in the “upper”
layer, and sensor nodes as being in the “lower” layer.

* Query q

[0 Mobile Object

i
I
i
QO  Sensor Node .‘
i
i
i

Figure 1. A heterogeneous two-layer design

In the figure, a query ¢ is generated, targeted at some
remote region OR. If only the sensor network layer exists,
the query would be injected into the sensor layer
immediately, to the sensor node Sy in this example. S,
will then route the query through some intermediate
sensors to the remote query region. Query results can then
be routed back in a similar way, provided that sensor
nodes are globally connected [1,16]. Another option,
thanks to the employment of the two layer design, is to
pass the query to a mobile object, M, in this example. M,
can then route the query through the upper layer mobile
network. At some point, a mobile object, My in this



example, receives this query and finds itself close enough
to the target query region so that it can inject the query.
This option not only achieves a global querying objective
without requiring sensors to be globally connected, but it
also reduces sensor node energy consumption by using

mobile objects to support query (and query result) routing.

Intuitively, such savings will be more pronounced when
the query generator is farther away from the query region.

Extensive research effort has been engaged with this
remote query processing topic. Problems such as how the
query should be generated; how to make mobile routing
efficient; how to choose an injecting mobile object; and
how sensors should reply to the query injections, have
been studied [14]. Many questions have been answered
regarding this remote query processing topic. However,
most previous research focuses only on the processing of
one single query, while in practice there are likely to be
many concurrent remote queries in the multi-tier
networks considered here.

1.2 Multiple Remote Query Processing

A high-level application scenario is illustrated in
Figure 2. Mobile object M, is handling a query targeted at
sensor data within the region labeled RQ; Similarly,
there can be other mobile objects that are also
concurrently interested in specific regions of the sensor
field — for example, M, and M; are handling queries for
regions RQ, and RQ;, respectively.
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Figure 2. Multiple remote queries

One fundamental problem for multiple remote
queries processing that has not yet been well investigated
is how to effectively coordinate individual mobile objects
with respect to their individually issued remote queries.
Note that a key problem is how to coordinate the sensor-
data requests (queries actually) in a way that minimizes
interactions with sensors and thus conserves sensor-node
energy. This can be especially challenging, but of
significant value, in the context of applications that
impose high-volume data-retrieval requests.

In this paper, we begin to define and study potential
coordination mechanisms for the multiple remote queries
processing problem. We begin with a baseline naive
approach, Naive Query Processing (NQP), where no
coordination is considered. Later, two more mechanisms
are proposed which do allow mobile objects to cooperate
with each other to gather and share sensor data. The first
one, which we «call Level-1 Coordinated Query
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Processing (CQP-1), resembles the traditional publish-
and-subscribe mechanism and explores query-query (Q-Q)
overlapping. The second one, which we call Level-2
Coordinated Query Processing (CQP-2), takes a totally
different approach. It leverages mobile object-query (M-Q)
overlapping. For example, M; and RQ, in Figure 2 form a
mobile object-query overlapping — M; is currently located
within the query region associated with RQ; Thus, there
is an opportunity for Level-2 cooperation between M;and
M,, since M; is the mobile object with direct interest in

RO,.
2  Fundamentals and NQP

Regarding query origination, we consider all queries
as if they are mobile-object generated. Any non-mobile
object generated queries will eventually be handled by a
mobile object (Figure 1). Further, we assume that the
queries of concern are “one-shot” queries, meaning that a
mobile device only requires a one-time query result rather
than some on-going, continuous retrieval of information
from the query region [6,12,13,14]. Formally, we can
represent a query g by a 6—tuple:

q=(Q _ID,M ID, IT, CL, QR, ERL),

where Q_ID is an identifier for the query; M _ID is the
identity of the source mobile device that generates this
query; IT and CL represent, respectively, the issue time
and current location (x-y coordinate position) of the
source mobile device when this query is generated; QR
(Query Region) is the region of interest for the mobile
device; and ERL (Expected Response Limit) denotes a
time limit expressing how long the query issuer is willing
to wait to receive the query response.

2.1 Naive Query Processing

When multiple remote queries are generated in the
system, the simplest way is to handle them in a purely
distributed fashion, so that each mobile object, and
consequently each issued query, is handled independently.
For example, mobile object M; (from Figure 2) would
route its query within the mobile network to the remote
query region RQ; to retrieve sensor readings of interest.
In this sense, mobile objects gather desired data strictly
for themselves. Details of how to retrieve sensor data
individually have been well studied in previous work
[11,14]. Although this approach responds very fast, for
query regions such as RQ; and RQ,, which overlap, it is
not efficient to interpret and service the queries
independently, since this would involve redundant sensor
data retrieval and thus increase consumption of sensor
node energy. Over time, sensors in areas with frequent
sensor reading retrievals (“hot area” nodes) will die first,
resulting in the disconnection of the whole network. To
avoid this problem, it is desirable for M; and M, to share
common-interest sensor data. This requires mobile
objects to have some knowledge of each other, and of
each other’s interests (in the form of queries). Apparently,
some form of central authority is needed to provide such
knowledge.



3  Q-Q Overlapping and CQP-1
3.1 Query-Query Overlapping

The central authority we employ in this study is a
server named the Interest-Management Server (IMS).
Note that although we called it a server, it may be
actually implemented as a group of brokers [15], as in
contemporary distributed architectures. When a mobile
object generates a query, the mobile object directs the
query to the IMS. Using the terminology from traditional
publish and subscribe mechanisms, we can say that the
mobile object subscribes its interest. The IMS server will
then manage the mobile devices’ interests (queries) and
explore potential cooperation opportunities. The IMS can
identify two forms of potential cooperation opportunities:
(1) Q-Q overlapping, as will be discussed below, and (2)
M-Q overlapping, which will be presented in Section 4.1.

The basic idea of Q-Q overlapping is quite
straightforward. RQ; and RQ, in Figure 2 illustrate an
example. This form of overlapping shows that mobile
objects M; and M, share some common interest, and
implies opportunities for cooperation. Thus we group
those mobile objects in one special purpose group, which
we call a Common Interest Group (CIG). To efficiently
measure such overlapping, we use the sensor clustering
technique [8,10]. In brief, our criterion leverages the
geographical partition of the monitored region by sensor
clusters. Those mobile devices whose query regions
overlap with the coverage region defined by a particular
cluster will be grouped together and formed into a
common interest group. This paper does not cover the
actual clustering process and the algorithms to calculate
cluster sizes [8,10], which depends heavily on the
particular applications under concern.

Definition: CIG; is the common interest group
associated with some cluster J. CIG; = {mobile devices,

m;| 3qzeQ;and QR [CR,#}

Note that we have relaxed and enlarged the common
interest definition. Two queries may not actually overlap
physically with each other, but if they both overlap with
the same cluster, we still consider this as a case of Q-Q
overlapping. Figure 3 illustrates this idea. In the figure,
the four big circles represent the four mobile devices’
query regions. Based on the CIG definition, mobile
devices x, y, and z are elements of CIG, since their query
regions overlap with cluster J’s coverage region.
Associated with each group there are two important
attributes: (1) group address, which is a unique
communication identifier reserved for multicasting to the
group members; and (2) cluster ID, which is the ID for
the cluster that is associated with this group, i.e., group
address for CIGg is GAg and the cluster ID for CIGg is
Cx;

3.2 Level-1 Coordinated Query Processing

CQP-1 exploits query correlations and the existing
and growing communication capability associated with
modern mobile devices. Members of the same common
interest group communicate for the purpose of sharing
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sensor-data information. When a mobile device obtains
sensor data from sensors of an intended query region, that
mobile device will publish this data to peers that belong
to the same group, i.e., to other mobile devices with a
common interest in this sensor data. This will
successfully avoid the expense associated with each
mobile device needing to individually acquire data from
sensors. Consequently, this sharing will save considerable
energy for the sensor nodes.

Figure 3. Clusters, query regions and groups

Remember that mobile objects will subscribe their
interest by a form of query to the interest-management
server, expecting to participate in the coordinated query
processing system and receive cooperation help. Those
subscription messages can then be utilized by the server
to perform the action of joining the mobile device to one
or more groups according to the device’s specified query
region, thus allowing for future coordination. The server
checks for any overlap between the query’s query region
(QR) and the sensor clusters’ coverage regions (CRs) to
determine if the sensor deployment includes sensors
within the query region. If there is no such overlap — due
to low sensor-density or very small query regions — the
query cannot be served and a failure message will be
returned to the mobile device. This is simply due to the
fact that the query region is not covered by any sensors.
But, if there is such overlap, the server identifies those
common interest groups associated with the overlapped
clusters and adds the current subscribing mobile device to
those common interest groups. Finally, a CQP-1
Instruction Message — containing the group addresses
and the corresponding coverage regions for those
identified common interest groups — will be sent to the
mobile device. A pseudo-code description of the server’s
responsibility for processing CQP-1 for mobile devices is
given in Figure 4. The mobile object’s protocol is
summarized in Figure 7.

//server logic for query reception

1

2

3 IF ((OR;; N any cluster CR) # empty)

4

g FOREACH (Coverage Region, CRy in the above found overlapping CRs)
g find the corresponding cluster ID Cy;

9 IF ( 3CIGyand (Cluster ID for CIGy, = Cyy))

10 find the corresponding group address GA,:

11 join md; to CIG,, through G4,

12

13 ELSE IF (there is no CIG associated with Cy)

14 set up a new CIG, CIG), and join md; to CIG,;

15

16 send an CQP-1 Instruction Message to m; containing GAyrand CR);

18 ELSE query region is not covered by sensors, return a failure message to m;;

Figure 4. Server logic in response to query reception



Once a mobile device joins a group, it has the
potential to become involved in CQP-1 cooperation
among those group members, either by receiving sensor
data from peer members or sending such data. Referring
to Figure 3 again, we can easily understand that within
common interest group CIG,, if mobile object M, obtains
the information about CIG,s common interest, it will
share its observation with all of the CIG,’s group
members by a form of CQP-1 Date-Share Message,
which in this case will multicast the information to M,
and M,. This multicast can be easily and efficiently
implemented given the common infrastructure, for
example, cellular-based networks supporting the mobile
objects.

4 M-Q Overlapping and CQP-2

4.1 Mobile Object-Query Overlapping

The M-Q overlapping is similar with Q-Q
overlapping in that we also use the sensor clustering
technique to determine actual overlaps. An M-Q
overlapping occurs when a mobile object M locates
nearby, or even within, a query region Q established by
another mobile object at the time that M issues its own
query. Strictly speaking, if M and Q overlap with the
same cluster, then M and Q form an M-Q overlapping.
Mobile object m,, and query RQ, in Figure 3 illustrate
such a case where m,, locates within C; and RQ, overlaps
with C,.

4.2 Level-2 Coordinated Query Processing

To further explore the potential cooperation behavior
among multiple mobile objects, CQP-2 is designed. The
CQP-2 processing is an interesting behavior. The
principle behind it is based on the observation that mobile
devices can efficiently obtain local knowledge regarding
sensor nodes that are in close proximity (without needing
to route queries or query results in the network). With the
help of the subscribe process, such local knowledge can
be of great value to our cooperation mechanism. To
actually take advantage of this local knowledge, every
time a mobile device mp subscribes — by directing a query
to the interest-management server — we identify those
groups that share an interest in sensor data associated
with mp’s current location. Then mobile device mp can
publish its locally-obtained sensor data to the mobile
devices belonging to those groups. Note that in CQP-2
the mobile object that provides local sensor data does not
belong to the same groups as mobile objects that receive
this data. For example, mobile object m,, in Figure 3 has
the potential of providing CQP2 cooperation — in this case,
providing sensor data from region RQ, to mobile object
M.

Figure 5 elaborates the steps that define the CQP-2
cooperation processing. Step 1 is the initial sending of a
query to the server as a subscription. In Step 2, the server
will check if the Current Location (contained in the
subscription message as attribute CL) associated with this
mobile device belongs to any group’s coverage region.
Current information on existing coverage regions is
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stored in the server’s cluster scheme database. If not, no
CQP-2 cooperation can be performed. Otherwise, since
the mobile device is within the coverage region of an
existing group, for example CIGp, the server can perform
an CQP2 cooperation for CIGp as follows: First, the
server will respond with an CQP2 Instruction Message
(Step 3) that contains the group address, GAp, of CIGp,
thus establishing a temporary member-group relationship
between the subscripting mobile device and CIGp. In
response to receiving this message, the mobile device will
retrieve sensor data from the cluster head of Cluster C,
(Step 4) and multicast this updated data to members in
CIGp (Step 5). This multicasting, or transmitting, of
updated data is achieved by sending an CQP2 Data-
Share Message to the group address GAp, established
in Step 3. In response to receiving such a message, each
mobile device can then extract from the aggregated data
the specific information that is important to their own
query region, assuming a lossless compression scheme
for sensor data-aggregation technology is employed and
the original data can be reconstructed [7].
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Figure 5. CQP-2 coordination
After the mobile device provides updated

information for its temporary group, the temporary
member-group relationship is removed. A pseudo-code
description of the server’s responsibility for processing
CQP2 for subscribing mobile devices is given in Figure 6.

// code for instructing an CQP-2 cooperation

WHILE (request message queue # empty)

IF (CL; €any CR)
Find the corresponding cluster ID, Ck, of this CR;
IB ( CIGk and (Cluster ID for CIGx == Cy)
find the corresponding group address, GA, of the CIG;
send an CQP-2 Instruction Message to m; containing GA;

1

2

3

4

5 extract the first request message, g;;, from queue;
A i

7

8

9

ELSE m; cannot contribute a CQP-2 cooperatiori;

Figure 6. Server logic for CQP-2 coordination

Query Expiration & Mobile Protocol
5.1 Query Expiration

So far we have seen two cooperation approaches for
mobile objects to receive desired sensor data: CQP-1 and
CQP-2. Remember that the ERL (Expected Response
Limit) defines a time limit for the query result retrieval. A
natural question is what happens if the coordination
system cannot return a query response within that limit -
how can we handle such a query expiration event?



Definition: The query expiration event for a query g;
occurs at time IT;+ERLy, in the case that g; does not
receive any query response before /7;+ERL;;.

A simple and naive way to handle such a situation is
for the query issuer to simply accept that this particular
query fails and maybe later regenerate a new identical or
similar query if the sensor data is still of interest.
Alternatively, the mobile object can give up the
coordinated query processing system, and instead handle
the query independently. That is, the mobile object will
route the query and then inject the query. Note that this
solution forces us to retreat to our starting point of
viewing the whole architecture in a pure distributed way
and process each query individually, as discussed in
Section 1. We call this back-up measure “Query Injection
(QI)”. The query injection means actual interactions
between a mobile object and sensor nodes. Since we are
trying to minimize such interactions, we would like to
reduce the probability of using QI.

5.2 Mobile Object Protocol

With the server-side protocols summarized in Figure
5 and Figure 6, we can now show how mobile devices
would behave. Figure 7 summarizes the event-driven
protocol for mobile objects.

Upon receiving remote sensor data retrieval requirement
Generate a query and subscribe

Upon receiving CQP-1 Instruction Message
Associate the subscribed query with the received Group Address and Coverage
Region;
Upon receiving CQP-2 Instruction Message
Obtain the Group Address G4, attached in the message;
Retrieve sensor data from cluster head c/; from Cluster Cj;
Multicast the sensor data using the group address GA4;;
Upon receiving CQP-1 Data-Share Message
Extract from the received data the specific information that is important to its
own query;
Upon receiving CQP-2 Data-Share Message
Extract from the received data the specific information that is important to its
own query;
Upon Query Expiration
Conduct a Query Injection;

Upon receiving Query Injection Response

Extract from the received data D the specific information that is important to its
own query;

Multicast the received data D using the group address GA;;

/I GA; is the group address received in CQP-1 Instruction Message

Figure 7. Mobile device protocol

6  Simulation Analysis

We implemented our group-based coordination
protocol under the dotNet Compact Framework. The
monitored environment was set to 5000 units width and
5000 units length with 25000 sensor nodes deployed
evenly. We divided the sensors into 25 clusters according
to their locations. To simplify the simulation, we assume
the clusters’ coverage regions are same-size squares.
2000 mobile devices were deployed randomly in this
environment with speed set to a random number between
1 and 100 units while leaving the motion direction
randomly chosen from east, west, south and north every
simulated time unit. Since the primary focus of this work
is on mobile object coordination, we employed a
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simplified sensor communication MAC layer protocol, in
which sensors have a 5% packet loss rate when
communication is within a unit disk communication range.
A more complex collision-decay MAC model that takes
into consideration MAC layer packet collisions and
transmission signal decay was studied in previous work
that focused specifically on mobile object and sensor
interactions [14].

Queries were generated with the system clock at a
specified query generation rate (QGR), which defines
how many new queries are generated by the system per
simulated time unit. For each issued query, the source
mobile device and target region are both randomly
selected. To place focus on the coordination mechanism,
we defined each query to cover properly one cluster in the
environment. Each instance of a simulation run used 480
simulated time units (t = 480), and the results were
averaged over 50 simulations and studied below.

As discussed, one primary objective of this
architecture is to reduce the mobile/sensor interactions
and to shift as much communication burden as possible
into the mobile network layer and its associated
supporting infrastructure. To measure our design’s
efficiency, the previously discussed concept named query
injection (QI) is used.

In Figure 8, we can see that using the NQP approach,
the percentage of QI stays at 100%. This is because NQP
considers no cooperation at all, so that to process each
query, a QI is needed. However, as cooperation behaviors
are introduced, the percentage drops quite a lot. With
CQP-1 enabled, less than 20% of queries rely on a QI and
when both CQP-1 and CQP-2 are enabled, the same
measure is reduced to 5%. It shows clearly the power of
employing proper cooperation behaviors. All simulations
in Figure 8 were conducted under an ERL of 10 and a
QGR of 10.
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Figure 8. % of Query Injections under 3 approaches

In Figure 9, we fixed the expected response limit,
ERL, at 10 to study the impact of query generation rate
(QGR) when both CQP-1 and CQP-2 are enabled.
Surprisingly, we found that when the workload increases,
the percentage of query injection decreases. This is
because, as query generation rate increases, the number of
members in each group increases. Consequently, the
likelihood that members of this group obtain a query-
response increases, since there are now more peers
looking to achieve this common interest. Once any
mobile device receives the common interest data, all
peers in the group also receive that data. So, the enhanced



cooperative behavior offsets the increase in query
generation rate. Another vital contributing factor to the
observed system performance is the CQP-2. As we
increase the query generation rate, there are more
opportunities for CQP-2 cooperation. The combination of
CQP-1 and CQP-2 reduces the impact of an increasing
workload.
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Figure 9. % of QI vs QGR with CQP-2 coordination

The other simulation is based on four different
expected response limit (ERL) rates to evaluate the sensor
energy consumption of our approach when the system
receives queries with different ERL values. Results are
plotted in Figure 10 with the QGR set to 10. As expected,
a longer ERL can produce a lower query injection
percentage, since the increase in ERL gives the queries
more time to use our coordination mechanism rather than
require query injection. We noticed that the worst
percentage is 16.8% when we set ERL to 5. If we can
extend the ERL to 10, this statistic can be lowered to
4.87%, meaning that for every 100 queries that are
serviced, less than 5 of them require energy associated
with sensors for the query and query-result routing.
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Figure 10. % of QI vs ERL with CQP-2 coordination

The ERL sensitivity result firmly supports our idea
of deploying our coordination mechanism in the context
of WSN systems, many of which are delay-tolerant to
some extent [2].

6 Conclusion

This paper presents coordinated query processing
mechanisms for handling mobile generated remote
queries in mobile-sensor multi-tier heterogeneous
networks. Three approaches were discussed: a naive
query processing approach, NQP, and two coordinated
query processing mechanisms, CQP-1 and CQP-2.
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Simulation analysis indicates the potential for significant
energy savings with the proposed techniques.

Two topics for future research are “stream” query
processing; and query result caching. To process and
provide service for queries that require continuous data
stream retrieval, one solution is to cut a “stream” query
into several “one-shot” queries according to a specified
sampling rate and process each such resulting query. To
further optimize the coordination system, a mobile object
can cache query results received. Subsequent queries can
then use (“recently”’) cached results. In this sense, the
mobile objects form a distributed knowledge storage
structure about the sensor field.
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Abstract—In this paper, we propose a decentralized
optimization approach for flow control in data networks.
The presented model maximizes the aggregate utilities
taking in consideration the links' capacities constraints. A
decentralized algorithmic solution is presented through
relaxing the constraints and imposing a penalty function on
the surplus in the constraints. The algorithm provided in
this paper operates in a decentralized environment and falls
in the category of Additive Increase, Multiplicative
Decrease. The network links and data sources are
considered as processors of a distributed computational
system having a global objective function. The model works
with different shapes of utility curves under the proposition
of elastic data traffic. The approach relies on real-time
marking of the data packets at the routers. Finally, we
present an extensive simulation results to demonstrate the
reliability of the algorithm.

1. Introduction

A great deal of literature exists on flow control including
the original TCP self-clocking flow control [1, 2, 3], the
economic optimization approaches [4, 5, 6, 7, 8, 9] and
control theoretic based solutions [10, 11, 12]. Theoretical
research on this topic has dealt mostly with simple
scenarios, i.e. single-bottleneck and per-flow queuing
[13]. However, in the last few years, significant advances
have been taken in bringing analytical models to flow
and internet congestion control. Explicit modeling of
congestion on the other hand has been widely used [5, 6,
7, 8, 11, 14, 15]. Although the traditional TCP-Reno
performed remarkably above expectations and is still
widely used, there are some limitations that motivate the
advances in flow and congestion control. The work in
[16] and [17] focused mainly on demonstrating the rate-
to-queue proportionality. Proportional fairness was first
presented by [5] particularly on the data transmission
rates. The work presented by [18] and [19] shows that it
may be applied to the queues as well.

In this work, we assuming the minimum roundtrip delay
as an available quantity, the algorithm will work without
any access to global information or router support.
However, for the sake of improved performance, we use
the REM approach presented in [20] and [21] as a tool to
help find the roundtrip delay at the transport layer of each
source.
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2. The Basic Model

We assume an elastic traffic and model the network as a
set of resources (links) L with constant transmission
capacities ¢;VI0e L, and a set of data sources R. Each
source i traverses a subset L(i) & L and attains a utility
of U;(x;) when the source i transmits at a rate of x;.
Following [20], we call the traffic which leads to such
utilities as elastic, where U;(x;) is an increasing strictly
concave function and lim,_oU; (x) = oo,
lim,_,U; (x) = 0. Each link / will have a subset of data
sources R( /) such that each source traffic will traverse
the link ,i.e. R(/)={ieR|le L)} Setd;=1ifj e
L(i), that is, resource j falls on the route of i, and set 4;; =
0 otherwise. This defines the routing matrix A between
the users and the links. Assuming further, that the
utilities are additive, the aggregate utility of the rates is
given by Y,cgU;(x;). Under this model, the system
optimal rates solve the following problem (P):

P: Max Z U,:(xi)
iER
st..
ATx <C
x=0

where x is the transmission rate vector and C is the links
capacity vector. The above optimization problem is
mathematically fairly tractable, with a strictly concave
objective function over a convex feasible region.

3. Constraint Relaxation

In this section, we relax the constraint set by introducing
a penalty on the deviation of the constraints. At a certain
router we measure the deviation of the constraint by a
suggested function shown in Fig.1.

cangestion
measure

>

G o
Fig. 1: Congestion pricing.



This function will be used to measure the charges of each
transmission session path that will be explicitly fed back
to the users using ECN marking. A congestion pricing of
the above form for a link / can be modeled as:

T Xr
fz €R(D) 1 e—{[y—Cl]+} dy o)
C

Where [y — C;]* = max{0,y — C;}. This quantity can be
calculated at each router and fed back to the end-users as
a total charge for using the network resources. Since the
objective is a utility maximization, the problem can be
remodeled with the congestion prices as a penalty on the
relaxation of the set of constraints. This is called a barrier
function method in optimization techniques [21]. Hence,
problem (P) will look like:

XreRr() *r
maxz U;(x;)) — B Zf 1

— e~l=ci¥} gy )
where B; is a design parameter. The above optimization is
a joint team game that admits a unique equilibrium and
has a unique maximum, where the users jointly optimize
the objective function. As a result we have,

d , _ _cnt
L=v@x)-p Sieww 1 — e Ererox =l =0 (3)

dxl-
The equilibrium point at which all the users will be
satisfied can be found from (3). That is:

+
x; = Ui,_1 {ﬁz ZleL(i) 1- e_{ZTER(l)xT_Cl} } 4)

Or alternatively: x; = U{"YBiq;} (5)

where ¢; is the aggregate congestion measure along the
path of connection i.

Following [21], the optimal solution x; of the above
optimization problem in equation (2) approaches the
optimal solution of the optimization problem (P) as S;
approaches infinity. This is, high values of f; mean that
the solution in equation (5) gets closer to the optimal
point of problem (P).

4. A Decentralized Rate Control Approach

The problem mentioned in (2) is solved using the local
information available at the routers and the data source
sides. We show that the steepest decent method is a good
choice to solve problem (2). That is:

x(t+ 1)=x() +yVf (6)

where v is a small step size. The above equation assumes
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the knowledge of the gradients of the function fat the end
data sources, which in reality not true. Therefore, we

assume the quantity ¥e 1 — e'_{ZTER(”xT_Cl}+ to be
available at the end users as a total congestion price for
the path of session i. Section 6 will show how to estimate
this quantity at the end application. Accordingly, the
rates control can be given by:

x(t+1)=x0)+p; {U'(xi) —YiXier@y 1 —
e~ Erery¥r—ci)’ } @)

The above control law is a decentralized version of the
steepest method where each data source will increase or
decrease its rate based on the congestion price.
Following [20] we assume elastic traffic with a utility
curve given by: U(x;) = a;log x;,Vi € R. Substituting
this in equation (7) we get the following:

xi(t+1) = x(0) + Bi{F -
e~ Zrer e}’ }
5. The Role of the Router

Yi ZlEL(i) 1-
€))

The congestion charges in this model are conveyed using
Explicit Congestion Notification, [22]. The idea behind it
is to mark packets which encounter congestion. This
study measures the average arrival rate over a certain
period of time, preferably, the minimum roundtrip time,
then, calculates the marking probability at the receivers.
For a router /, the marking policy is given as:

p=1- e—{ZreR(z)Xr—Cz}+

©)

where the end-to-end marking probability neglecting the
delay is given by:

qi =1 —Ilery(X — D) = Ziery P (10)
Fig.2 depicts the marking role of the routers.
Total buffer size
e
Marking s
. probability Router
e Receiver

I IDIEIE]II[d—sI OO
Data queue
L0 ®m0 mm DD n

“~—— Markod ACK
Fig. 2: Marking illustrated.

Although the current working TCP does not completely
use ECN, however, the trend in this field is heavily
encouraged for its use. In our model, the data sources will
find the average of the marked packets using a counting

~— Unmarked ACK



process. With an accurate mapping, the amount Y,¢; 1y ;
can be estimated with minimum communication between
the network links and the end entities.

6. Penalties on Packet Loss

To make the model packet-drop aware, we add a penalty
on the drop fraction that is proportional to each session
transmission rate. Let the congestion dropped fraction of
x; be ¢, the new maximization problem will look like:

Zr r
Max: Y;cr(U;(x;) — €ix;) — Bi YieL fcl eRD¥r | _
ey_cl dy (11)

The above optimization problem is strictly concave and
admits a unique maximum over the region x; > 0, Vi € R.
The numerical solution of the above problem is:

xi(t+ D = x5O +Bi{F~ ViZiawl-
e~ Zrery@r—ci}’ —‘r’l.gi} (12)

which is a decentralized solution of the problem:

Zr r
Max: Ve arl0g(xr) = ¥i ier [, RDFry —
(13)

e’ dy — Nré&rXy
where B;, a;,,V;, 1, are locally defined constants.

7. Summary of the Control Method

To implement the decentralized solution, the routers will
mark the packets using the given probability distribution:
1 — e~ Ereryxr—ci)”

The data sources will compute the average of the marked
packets (q;), which represents the congestion price and
then will monitor and calculate the packet loss fraction &

Next, they will calculate their rates according to:
a .
x(t+1)=x(t) +p; {x—l —Yiqi — Uifi}
L

8. Simulation

This section presents simulation results of several
examples for our model. NS-2.26 software package were
used for simulation. The data agents in our simulation
runs are an extension of the CBR agents where the rate is
update every time an ACK is received. We assume full
duplex links and constant packet size of 1 kbyte with
identical utility curves for the different sessions.

Experiment I: This experiment shows a simple example
consisting of single user and a single full duplex link
network, Fig. 3.
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Data source 4Mbs, 5ms delay Destination

1.633 ms processing time

>

Fig. 3: Network simple example, minimum roundtrip
delay = 11.633ms.

The full duplex link capacity is 4Mbit/s. The parameters
used for this example are: §; =10, 100, a; = 1, n; = 0.1,
y;=0.01 and a queue limit of 5 packets. We tested our
example for two different values of ;. Fig. 4 shows the
output rate for the case of § =100. Clearly, with higher S;
values, the algorithm approaches the optimal solution
faster than lower values. However, larger values make
the control law more aggressive and more oscillations
may be observed. On the other hand, lower values of 8
are preferred to reduce oscillations at the expense of
longer equilibrium times.

When congestion is detected at a full capacity, the router
will start marking the packets and congestion charges are
conveyed back to the data sources. The control law at the
data source will reduce the rate according to the value of

the estimated congestion of the arriving packets..
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Fig. 4: Rate vs. time, § = 100.

Fig. 5 shows the output of same example for f =10.
Clearly, the probing slope is less steep as compared to the
case of 8 = 100.
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Fig. 5: Rate vs. time, § = 10.
Experiment II: Fig. 6 shows a simple network with 4
users and a single full duplex link of 4Mbit/sec capacity.
The simulation is run for 140 seconds and the users start



their transmission sessions in sequence respectively
separated by 20 seconds time periods. The users stop
their sessions in the reverse order with 20 seconds
between each. Therefore, at a certain time, all the users
will have active transmission sessions and will share the
available bandwidth. The model parameters used for this
simulated example are: ; =100, ; =1, n; = 0.1, y;=0.01
and a queue limit of 5 packets.
Sources

Destinations

4Mbs, 10ms delay

> @— ®

Fig. 6: A single link network example.

Clearly, for the first few seconds when only one traffic
type traverses the link, the user will increase its rate
proportionally to (a;f;/x;) until the link is saturated.
Later, it will oscillate around the optimal solution which
is the maximum capacity. When the second user joins the
network at £ = 20 seconds and after one roundtrip delay,
both users will start working on a new rate which will
divide the link fairly between both. At ¢ = 40, the three
existing data sources will agree on new rates. Fig. 7
depicts the calculated rates.

Fig. 8 shows the utilization of the single link. We notice
that the link is almost 100% utilized through the
transmission periods of the four users. The downward
spikes at the moment a user leaves the network are due to
immediate bandwidth availability because of session
termination.

Experiment III: Next, we present a more heterogeneous
network instance in which a link of 10Mbit/s is shared
between 20 users as shown in Fig. 9. The parameters
used are: §; =100, n; = 0.1, ¥;,=0.03 and a queue limit of
50 packets.
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Fig. 7: Data source rates, four data sources and a single
link of 4Mbit/s.

Bandwidth (bit/sec

100 120 140

The data sources start their transmission sessions 10
seconds apart. The simulation was run for 210 seconds so
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that at the end, the twenty users all have active sessions.
Fig. 10 demonstrates the calculated rates of all the users.
Noticeably, at the beginning of the simulation, the first
user will have the full link capacity available. When the
other users start joining the network, individual rates are
reduced. At the end of the simulation, each user enjoys
the bandwidth of approximately 0.5Mbit/sec. The
aggregate traffic traversing the link is shown in Fig. 11.
During the first 100 seconds, the link tends to be
underutilized. However, by increasing the number of the
users, the link utilization approaches its maximum

average.

4 5E+06
4.0E+0€ -

0.0E+00 T T
0 20 40 80 80
Time {sec)
Fig. 8: Aggregate traffic traversing the link.
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}

Sh a ,! o,
Fig. 9: Heterogeneous network example: a single link and
20 users.
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Fig. 10: Calculated rates for a network of 10Mbit/s

capacity and 20 data sources.
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Experiment IV: Next, we present a reversed scenario of
the last example using the same parameters. That is, all
the data sources will start their transmission sessions
simultaneously at the beginning of the simulation and
will successively terminate in a period of 10 seconds,
respectively. Fig. 12 depicts the individual calculated
rates. The graph shows that all the users approximately
agree on the theoretical-optimal point. The last
transmission session will approximately approach the full
available capacity of the link.
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Fig. 12: the transmission rates of 20 traffic flows
traversing a 10Mbit/s link.
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Fig. 13 depicts the aggregate traffic traversing the link.
The figure demonstrates more oscillation when more
bandwidth is available due to session termination.
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Fig. 13: Total aggregate rate. 20 traffic flows traversing a
10Mbit/s link.

From the above simulated example we notice that the
criteria of choosing the parameters, in particular £,
depends on the expected number of users and the link
capacities. In our simulation, a range of 1< f < 100 is
acceptable for networks with links of the range 0 to
100Mbit/sec. However, if the network is expected to have
many users, which can be determined from the IP class
used for the network, a small § is preferred.

The User Behavior and Fairness:

In this section we consider the aspects of the user
behavior in particular environments and try to perform a
sensitivity analysis of the model parameters.

The end users have a tendency to increase their rates by
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a;f;/x; anytime a positive acknowledgement is received.
Clearly, this increase is additive. However, the decrease
part is not necessarily multiplicative, rather, it is a
function of the rate deviations relative to the capacities.
The decrease part will occur in the event of having more
arriving packets than the capacity of the outgoing links in
a certain router. When a router is overwhelmed with the
arriving packets, it will start marking the packets based
on the penalty function presented in equation (10).

The receivers, in turn, will evaluate the congestion price
and ultimately perform the decrease part of the control
method where the estimated congestion depends on the
severity of the congestion downstream.

Fairness between users is an important objective and
should be always maintained. In this research, we
consider the proportional fairness presented and Max-
Min fairness between the users in case of similar utilities.
If the users have an identical utility curves, all will have
the same shares of bandwidth. Conversely, by varying
the value a of the utility curves, the users will have
different shares depending on how greedy their utility
curves.

9. Effect of the parameters f3, a, ¥ , 17, and the
Number of Users:

Since our algorithm falls in the category of
increase/decrease methods, it will have stability design
parameters. The presented examples showed the effect of
[ on the optimal solution. Higher B values guarantee
closer rate averages to the optimal solution but they
make the objective function (2) more steep around the
optimal point at which small step size will lead to a
significant jumps over the profile of the objective
function. Therefore, for a numerical solution, smaller
step size is essential to avoid ill-conditioning in the
algorithm. However, small values of 8 will lead to longer
time to reach the optimal solution.

The value of a informs the algorithm how much utility
each user needs relative to the others. Similar values of a
mean all the users compete fairly and will get similar
bandwidth shares.

Generally, the step size y affects the convergence time of
the model. Smaller values of y means underestimating
the congestion charges and therefore the end users will
deliver packets more than the capacity of the outgoing
links of the routers. Higher packet losses are expected in
case of small y values.

With few differences, the parameter n has the same
impact on the control law as the parameter y. Higher



values of n will make the algorithm aggressive and will
lead to a tooth-shape rate outputs. Increasing n to
excessive value will bring the problem to the same
traditional TCP/IP behavior. Usually, higher values of 1
are not preferred and will cause severe oscillations.

The number of network users affects how the congestion
feedback is distributed between the data sessions. In our
model and since we use a joint probabilistic marking, less
synchronization will be observed. In other words, the end
users will not increase/decrease  their  rates
simultaneously at the same time.

When new transmission sessions are admitted into the
network, the new data sources will affect the optimal
rates that have been agreed on by the already existing
users. This instable situation will create more marked
packets and all the users will start tuning their rates again
including the newly admitted sessions to a point where
all will agree on a solution that provides fair shares in
case of identical utilities. On the other hand, when some
transmission sessions are terminated, after a certain delay
the remaining data sources will detect the availability of
more bandwidth. That is, when there are no marked
packets received at the data sources, it signals for
bandwidth availability and therefore the users will
increase their rates until they receive newly marked
packets where they start tuning their shares again.

10. Conclusions

In this paper, we presented an optimization model to data
networks that implements the idea of an economic
approach for maximizing the aggregate data sources'
utilities, which was solved over the capacities set of
constraints. The model showed its ability to handle larger
network scales and required less global information.

The presented model can handle different objective
functions. It also includes the use of packet marking and
the loss rate as criteria for estimating the congestion. The
model does not charge the network for single losses as
compared to the traditional workhorse of the Internet
(TCP), rather, it estimates the rate of the positive ACKs.

In addition, the model achieves a decentralized Max-Min
fairness since it solves for fair shares of the bottlenecks
in the network in a decentralized manner. Finally,
different simulation examples were presented to
demonstrate the model robustness in heterogeneous
networks. Fairness assurance and decentralization of the
control law along with the scalability of the scheme were
one of the major conclusions in this study.
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Abstract-This paper proposes an adaptive configurable
distributed software architecture applied to satellite control
missions called SICSDA. The main purpose of this architecture
is to control more than one satellite through one set of
computers, enabling the choice of each satellite to be monitored
in any given period of time. This architecture allows a new
mission to be settled without the need for the creation and
addition of a specific software component for the satellite being
launched, thus minimizing the effort needed to adapt the
complete system to the new requirement. It also provides
domain specialists and software developers with the capability
to configure, if necessary, attributes and business rules to the
satellites already launched, adding new elements to business
domain without the need of extra codification. The
functionalities offered by the application, for example,
telemetry visualization and the sending of telecommands, can
be distributed into a network pre-defined domain. The system
charge distribution service will define the objects location,
what means that each machine in the network will be able to
have a different view of the metadata stored in the database. A
“view”, in this context, is the piece of the adaptive object model
that will be instantiated in that machine.

1. Introduction

This work presents an adaptive configurable distributed software
architecture applied to satellite control missions called SICSDA. This
architecture was proposed as a Doctoral Thesis of Applied Computing
Course at Brazilian National Institute for Space Research (INPE).

INPE, as one of the main organizations involved in the accomplishment
of Brazilian’s space program, has taken the responsibility for producing
and controlling the Brazilian satellites. In its initial stage, the Brazilian
space program comprises the launching of four satellites, all of which have
already been launched: SCD1 (Data Collector System 1) and SCD2 (Data
Collector System 2), both data collector satellites; and CBERSI (China
Brazil Earth Research Satellite 1) and CBERS2 (China Brazil Earth
Research Satellite 2), both remote sensing satellites.

INPE has created a robust infrastructure, aiming at the development of
its capability for fully producing and controlling satellites, composed by the
Satellite Control Center (CCS), by two remote tracking stations (Cuiaba
and Alcantara Stations), by a communication network (RECDAS), and by a
satellite control software application (SICS), as shown in Fig. 1. The
remote stations are located at Cuiaba and Alcantara and they build together
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with CCS the ground support for the satellites in orbit. CCS is located in
Sao Jos¢ dos Campos and it is responsible for assuring the perfect operation
of the satellite. RECDAS links CCS with Cuiaba and Alcantara stations.

A specific machine or a specific set of machines is used to run an
application for collecting the data and for controlling the internal state of
each satellite. The software application is uniquely developed to control
each satellite from Earth. When a new satellite is launched, a new software
application must be developed or adapted to that specific satellite, and a set
of machines must be allocated to run this software, causing an extra
development cost of hardware and software. This is necessary because each
satellite has its own features that normally vary a little bit from one satellite
to another. The access to these applications is restricted to satellite
controllers physically located at CCS.

The problem stated above caused one to think about the creation of an
architecture for the development of a more adaptive software system to
control satellites of different kinds making use of the same machine or of
the same set of machines. The requirements on the new system should
include the capability for expanding it without many difficulties, for
example in the case of adding features of a new satellite to be controlled,
and the capability for making these additions without jeopardizing the
quality of the overall system being modified.

ANTENNA

'MASTER SERVER

TELEMETRY

! ‘ RANGING TELECOMMAND | | DOPPLER

MASTER SERVER ~ DATABASE i

ot =]

H CLIENT CLIENT CLIENT

CUIABA/ALCANTARA
STATIONS

Fig.1- Satellites control system simplified architecture.
SOURCE: adapted from [3].



These requirements led further to the proposal for the creation of an
architecture to be used for the development of applications that need to
evolve as the problem domain evolves, based on the idea of building more
configurable software components, which are flexible and adaptive, thus
allowing the system to adapt itself to domain necessities more easily, that
is, allowing the system to match requirements evolution while maintaining
its quality.

According to the literature on the subject, one way for doing this is to
move some aspects of the system, like business rules for example, to
databases, making them easier to be modified. The resulting model allows
systems to adapt themselves to new domain necessities through the
modification of the values stored in the databases, instead of modifications
of the code [1].

This encourages the development of software features that allow
decision makers and managers to introduce new elements to existing
software without the need of additional coding, and that these changes are
introduced in the domain models at runtime, reducing significantly the time
to incorporate new ideas to the software.

Architectures that can dynamically adapt themselves to new users
requirements at runtime are called “reflexive architectures” or “meta-
architectures. An “Adaptive Object Model Architecture” is a particular kind
of reflexive architecture that holds object oriented systems that can be
extended to incorporate new elements [1].

Thus, an adaptive object model is a system that represents classes,
attributes, relationships, and behavior as metadata. The system is a model
based on instances rather than classes. Users change the metadata (object
model) to reflect changes in the domain. These changes can modify the
system behavior. In other word, the system stores its object model in a
database and interprets it. Consequently, the object model is adaptable;
when the descriptive information is modified, the system immediately
reflects those changes.

The design of adaptive object models differs from most object-oriented
designs. Normally, object-oriented design would have classes for
describing the different types of business entities and associates attributes
and methods with them. The classes model the business, so a change in the
business causes a change to the code, which leads to a new version of the
application.

An adaptive object model does not model these business entities as
classes. Rather they are modeled by descriptions (metadata) that are
interpreted at runtime. Thus, whenever a business change is needed, these
descriptions are changed which are then immediately reflected in the
running application [2].

The use of an adaptive object model approach (AOMs) in the
development of systems can ease some kinds of problems that can be found
by software developers, mainly the problems related to system flexibility,
evolution and maintenance; reducing drastically the total cost of software
development [4].

II. SICSDA Architecture

The main purpose of this architecture is to control more than one
satellite through one set of computers, enabling the choice of each satellite
to be monitored in any given period of time.

Another important point is to have an architecture that allows a new
mission to be settled without the need for the creation and addition of a
specific software component for the satellite being launched, thus
minimizing the effort needed to adapt the complete system to the new
requirement

SICSDA architecture models the satellite control application based on
adaptive object models. Therefore, in SICSDA architecture, problem
domain objects, for example, telemetry, telecommand, ranging; instead of
being located in the code that implements the application, will be
implemented in an object oriented database to be interpreted and
instantiated at runtime. It means that the system will have a generic code
that will be able to handle the different satellite object models too.

SICSDA needs to be fault tolerant, so this architecture will be
distributed, and the functionalities offered by the application; for example,
telemetry visualization and the sending of telecommands, can be distributed
into a network pre-defined domain. It means that application objects can be
instantiated in different machines of the network, causing a distribution of
the system code. The system charge distribution service will define these
objects location, that is, in which machine of the network they will be
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available. It means that each machine in the network will be able to have a
different view of the metadata stored in the database. A “view”, in this
context, is the piece of the adaptive object model that will be instantiated in
that machine. Therefore, a given machine in the network will only have
access to a part of the object model, and it will instantiate only the objects
pre-defined and allocated to it by the system charge service.

In addition, SICSDA architecture suggests the use of distributed
databases through the replication of the database for each node of the
network. It is important to remark that it will be necessary to have
mechanisms that help the control and the storage of metadata recording,
and mechanisms that help the versions control.

SICSDA architecture will be configurable because it will be able to: (1)
allow domain specialists and developers to re-configure the database to
handle new classes, by creating these classes, their attributes and methods
at runtime; and (2) allow, at runtime, the choice of which satellite metadata
to use, causing a new object model instantiation in the generic code each
time that this kind of context change is asked by the user, that is, each time
the user wants to control a different satellite.

SICSDA architecture will be dynamic or adaptive because it will be able
to handle possible changes in the business domain, allowing it to match the
evolution of the business requirements and to adapt itself to the users
necessities. Fig. 2 shows the structure of SICSDA.

This way, domain specialists (satellite controllers and satellite
engineers) and software developers can adapt the system to arrange new
classes, creating, at runtime, these classes and there attributes. Thus, we can
say that SICSDA architecture is configurable considering business rules,
since it is possible new business rules (or new methods) to be associated to
a domain class at runtime. Following, the elements that appear in Fig. 2 are
detailed:

o Satellite Control Application: contains the objects of the software that
controls the satellites (telemetry, telecommand, ranging, etc).

o Persistence Service: is responsible for storing and retrieving the
metadata from the database. Additionally, this service is responsible for
storing and recovering users authentication data and objects configuration
data (nodes where the architecture is installed) from a database called
“Configuration Base.

o Configuration Service: belongs to the system presentation layer and is
responsible for maintaining the metadata and the objects configuration in
the nodes where the architecture is installed. Offers to domain specialists
and software developers an appropriate interface to perform there activities.

e Adaptation Service: is responsible for providing the metamodel that
allows the objects recovered from the database can be adequately
inicialized and modified at runtime.

e Satellite Simulator: software that simulates the interaction with
satellites.

© Charge Service: is responsible to give the initial charge in the system,
in other words, to run the system charge routine in the nodes where the
architecture is installed.

e User Service: belongs to the system presentation layer and it is
responsible for offering to domain specialists an appropriate interface to
visualize telemetry, to emit telecommands and to obtain distance and
calibration measures for the desired satellite. Besides, this service is
responsible for providing for the users the appropriate interface to login in
the system.

Thus, as shown in Figure 2, the Charge Service charges the satellite
metadata corresponding to the satellite that were chosen to be monitored in
a given period of time. To do that the Charge Service activates the
Persistence Service, that is responsible for recovering the metadata from
the database. The Charge Service instantiates the objects recovered from
the database, creates the objects of the chosen satellite application, and
constructs, in this way, the real object model of the application.

The user can interact with the objects through the User Service. If the
user wants to initiate the monitoring of a satellite, the User Service
activates the Charge Service to charge the appropriate objects from the
database. The data from satellites can be obtained through the Satellite
Simulator.

The application objects will be distributed and can be accessed through
middleware. The connection service will be responsible to locate an object
in the system.
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If the satellites metadata need to be changed to reflect changes in the
domain, the user responsible for the configuration of the system can do
these changes using an appropriated interface. When this kind of change
occurs the Adaptation Service is activated. The Adaptaion Service, as a
consequence, activates the Persistence Service, that will be responsible for
reflecting in the database these changes.

III. Final Results

Relying in the class diagram that represents the business domain classes
for SCD1, SCD2 e CBERS?2 satellites, it was possible to obtain a generic
class diagram that represents the Satellite Constrol System business domain
metamodel. This metamodel was achieved after applying the following
design patterns:  pattern  TypeObject, pattern Property, pattern
Accountability e pattern Strategy. More details about these patterns can be
obtained in [2] e [1].

After the generic class diagram achievement, the metamodel was
oriented to fit the choosen implementation platform. As was established
J2EE as the implementation platform, each class that appears in the generic
class diagram was represented as an Entity Enterprise Java Bean.

The implementation of SICSDA architecture was composed of: Java as
the programmation language, Caché as the database management system,
JBOSS as the application server and Jbuilder as the development
environment.

The metamodel was represented in database and the metadata to each
satellite could be stored through a graphic interface offered by the
Configuration Service. Through this interface, it is possible to change at
runtime the classes and their attributes, and also to associate new methods
to the classes.

The database was populated with satellites metadata through the
Configuration Service interface. The metadata stored were based, as much
as possible, in values approximated to values used in real control systems.

Users interact with the system to perform an operation, for example,
“View Telemetry”, “Send Telecommand” or “Obtain Measures”, trhough
the interface provided by the User Service. Thus, it is possible, depending
on the satellite that is desired to control, ask for an operation to the system
and recover the values associated to this operation. This operation is,
actually, dynamically invoked, since its name and the information about its
parameters and returned values are only known at runtime. In this manner,
it is possible to associate methods already created to new kind of messages,
what means that it is possible, in a point of view, to change the system
behavior at runtime.

IV. Conclusion

This work proposes an adaptive configurable distributed architecture for
the development of satellite control systems that are based on adaptive
object models called SISDA.

One of the main advantages of using an architecture based on adaptive
object models is, on the one hand, the ease to make changes in the system,
since it allows developers and domain specialists to extend the system
dynamically, that is, they can “code without coding”.
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On the other hand, the possibility of creating new business rules without
changing system code brings up some difficulties. One reason for this is
that, to make it possible, it is necessary to build a specific domain language,
what makes the developers inherit all the problems associated to the
development of any language, like the construction of debuggers, and the
provision of features to make system documentation and the control of
versions.

Besides, it is necessary to build an interactive interface so that
developers and domain specialists can create new rules at runtime, what
requires tools and support for the use of graphical interfaces as well.

Furthermore, architectures based on adaptive object models require the
construction of generic code. This generic code is usually difficult to be
built since it is necessary to have a high level of abstraction.

Another important issue is the performance of the system. Since the
adaptive object model needs to be interpreted to build the real object model
and in order for it to reflect the changes made to the system, the system
execution is affected accordingly, requiring adequate software and
hardware support.

In addition, developers that are not familiarized with this kind of
architecture find them more difficult to understand and to maintain than the
traditional architectures, since two systems co-exist: the generic code
written in a object oriented codification language and the AOM that is
interpreted. On the other hand, developers familiarized with this kind of
architecture believe that it makes the system easier to maintain in
comparison with traditional architectures, since the systems have less code
lines and a small change in it can typically cause a big change in the system
being run.

Despite of the fact that many aspects point out that, at least in the
beginning, architectures based on AOMs require more effort to be built
than the traditional architectures, this work intends to take a significant step
towards systems reusability, since adaptive systems have the property of
matching business requirements evolution, and at the same time, they have
a general-purpose architecture, what make them highly configurable and
adaptable.

Another important step can be taken in the direction of systems
maintainability. This is possible because the effort to make changes in the
system can be minimized, since changes in the code can be minimized
substantially. In addition, with this kind of architecture it is possible to
allow domain specialists to make some changes in the system by
themselves, increasing the maintainability and minimizing developer
intervention in the system evolution.

Besides, one also hopes to take an important step towards economy,
since future missions will be able to use all the hardware and software
investment that has been made for previous missions.

The work proposed here has a multidisciplinary nature, since it is a
binding of some features that have been explored independently in different
research areas until now. Besides, this work is based upon relevant efforts
made in the past for the creation of an architecture to model satellites
control application based individually on the SOFTBOARD and on the
SICSD architectures presented in [5] e [6], respectively.

The studies developed originated the thesis proposed in [7] and had been
presented and/or published in [8], [9], [10], [11], [7], [12]; and originated
the studies developed in [13] and [14].

This way, one hopes to be collaborating with to the advance of
computational research in Brazil, and to be contributing to the success of
the Brazilian space mission, by proposing a new alternative architecture for
the development of satellites control software, and mainly, by proposing a
new approach for the development of adaptive systems.
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Abstract— Sharing and handling media files in a professional
context often requires expensive software packages. Within the
EBU P/SCAIE project, a platform was required that could handle
an abundance of professional file formats, arbitrary large file
sizes and which did not pose restrictions on the metadata format
used. As there was no such software available, we decided to
build a custom web-based platform, based on loosely coupled
open source components.

This paper explains the architecture of the resulting platform.
With a minimum of custom code, we have created a powerful
platform that meets our requirements. This integration, described
in the paper, is of use to organizations wishing to build their own
media platform using open source components.

Index Terms—Media Repository, Online
Exchange Platform

Open Source,

I. INTRODUCTION

Nowadays more and more automated information extraction
tools from audiovisual material, such as face recognition,
scene segmentation, and alike, are being developed by
(academic) research groups. These tools are of interest to
broadcasters, but unfortunately broadcasters are not always
aware of their existence and possibilities. Vice versa,
researchers do not know the particular functionality
broadcasters desire and need from such tools. The main goal
of the European Broadcasting Union (EBU) workgroup
P/SCAIE [4] is to create a platform for broadcasters and
researchers that allows them to exchange ideas and results with
regard to automated information extraction tools. Whereas the
TRECVID [10] initiative of NIST is more oriented towards
military applications, the P/SCAIE initiative focuses on
applications for broadcasters.

An objective of the P/SCAIE initiative was to construct and
disclose an online media library which contains relevant and
genuine broadcast material. As such, an online platform was
created, allowing broadcasters to share and researchers to
retrieve and download media material. Researchers can freely
use the material (for research purposes) to test and evaluate
their information extraction tools.

This paper describes the architecture, requirements and set-
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up of the online media exchange platform. A first version of
the platform is available at http://media.ibbt.be. It was built by
VRT-medialab, the research division of the Flemish public
broadcaster, using open source components and some custom
development.

This paper is organized as follows. First we will list the
requirements of the media platform. In the following section,
we discuss the different components used and their
configuration. The next section elaborates upon the integration
of these components in a consistent platform. Finally, we
explain the ingest workflow and we end with conclusions.

Il. REQUIREMENTS

The platform should meet the following requirements:

1. Open Source components. The components used
are preferably available under an open source
license. This ensures continued development, easy
customization and absence of license fees.

Loose coupling. The different components of the
architecture must not be tightly integrated. The
final architecture must be extensible and
configurable.

No metadata restrictions. The components used
should not restrict the choice of a metadata model.
No file size restrictions. As audio and especially
video files may have very large file sizes, the
Upload Component should not pose any file size

restrictions.

In-browser experience. The entire application
should run inside the browser; the system and
firewall of the wuser should not need any
modification; the user interface can be simple, but
should at least be able to show a preview video
along with the metadata.
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Fig. 1. Architecture Overview. The Blocks in White are the
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TABLE|
OPEN SOURCE COMPONENTS USED IN THE PLATFORM

Component Project License

Upload (client side)  Silverlight Uploader Ms-PL

http://silverlightuploader.codeplex.com/

Metadata repository ~ Fedora Repository Apache

http://www.fedora-commons.org

Search Index Apache Solr Apache
http://lucene.apache.org/solr/
Transcoder FFmpeg GNU GPL
http://ffmpeg.org/
Message Queue RabbitMQ Mozilla PL
http://www.rabbitmg.com/
Ruby-Fedora RubyFedora GNU GPL
Integration
http://mediashelf.us/rubyfedora
Solr — Rails solr-ruby Apache
Integration

http://wiki.apache.org/solr/solr-ruby

I1l. COMPONENTS

An overview of the platform architecture is shown in Fig. 1.
The blocks in white represent existing open source
components, while the blocks in gray are components that
were custom-developed. Each of these components will be
discussed in this section, while the integration between the
components will be discussed in the next section. An overview
of the open source components used, their project page and
license can be found in Table I.
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A. Components for Media Handling

The right hand side of Fig. 1 contains the components that
handle the media files. The Upload Component allows the user
to upload a media file from their computer to the online
platform, while the Download Component is used to download
media files. The Transcoder creates thumbnails and converts
the uploaded media files to a format that is playable in the
browser.

Upload Component

Due to requirements (4) and (5), the upload component proved
to be quite a challenge to implement. Two protocols are often
used to transfer files over the Internet: FTP and HTTP. The
FTP protocol allows arbitrarily large file sizes, as required by
(4). However, FTP requires opening certain firewall ports,
which violates requirement (5). In contrast, HTTP traffic is
allowed in almost any firewall configuration; otherwise the
user would not be able to browse the web. This means our
upload component should use the HTTP protocol to satisfy
(5).

Furthermore, current browsers do not support uploading files
with a file size larger than 2GB [6]. Therefore, we decided to
split the media file in chunks smaller than 2GB, upload these
chunks one by one and re-assemble them on the server (Fig.
2).

The technology choice for doing this kind of file manipulation
in the browser is rather limited because of security restrictions.
A regular JavaScript is unable to manipulate the local
filesystem of the client. An Adobe Flash component on the
other hand has access to the local file system (Flash Player 10
and above), but lacks the ability to read a portion of the file.
This means the entire file is loaded in memory which is a
problem for large files.

We chose to use an open source Microsoft Silverlight
component. Similar to Flash, Silverlight allows access to the
local file system, plus it is able to access a file byte per byte.
This enabled us to read and upload the media file chunk per
chunk. As shown in Fig. 2, each chunk is sent using a regular
HTTP POST request. Besides the file data, this request

File part 1
File part 2 (ganks
—_ (%)
File part 3 h—
User’s Computer Server

Fig. 2. The Upload Component splits the file up in several
HTTP POST Messages, which are Reassembled on the Server
by a Java servlet.



To obtain minimal overhead, the Java servlet will immediately
stream the file to its final location, instead of first downloading
it to a temporary file and copying it afterwards.

Media Transcoder

Once an item is uploaded to the media platform, a thumbnail
and an in-browser playable proxy are created. The FFmpeg
project is used to transcode the original material, because it
supports a wide variety of media file formats (including
professional formats). A keyframe, which will be shown in the
web application, is extracted from the video. In addition, the
video is converted to a low-res (qvga, 320x240) video in the
Windows Media Video 8 format. The application uses JW
Silverlight Player by LongTail Video to play this video in the
browser. The Silverlight player was preferred over JW Flash
Player, because the Upload Component also uses the
Silverlight plug-in.

Download Component

A simple Java servlet is used to download files. This
component allows users to start downloading a file while it is
still being uploaded by another user. In future versions we plan
to start the transcoding as soon as the upload starts. In
combination with the download component, this will allow a
user to start downloading the transcoded file while another
user is still uploading the file, thus dramatically decreasing the
processing time.

B. Components for Metadata Handling

The left hand side of Fig. 1 contains the components used to
handle the metadata related to the media files. The Metadata
Repository stores the metadata. The Search Index contains part
of the metadata, structured in a manner optimized to support
search.

Metadata Repository

We used the Fedora Repository Project (FRP) as the
repository for storing the metadata of the media files. FRP
does not impose a metadata structure — any XML is allowed,
satisfying requirement (3) — which allows the user to choose a
metadata standard that fits the needs of the specific media
collection. FRP also supports advanced features such as
semantic relations between items using RDF, and metadata
versioning, which will be exploited in further iterations of the
platform.

A Fedora Object is composed of several so-called
Datastreams. We use two types of Datastreams in our
platform: Media and Metadata Datastreams. A Media
Datastream contains a URL that refers to a media file. A
Metadata Datastream contains XML metadata about the media
item. A Fedora digital object can have one or more
Datastreams of each type. At a minimum, a Metadata
Datastream with Dublin Core metadata is required by Fedora.
Fedora stores its digital objects in a simple XML format called
FOXML. An in-depth explanation of the Fedora Object model
is available in [3].

Search Index
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FRP has built-in search functionality, but it only indexes the
Dublin Core Metadata Datastream. As we want to search
through any metadata related to an item, we decided to set up
Apache Solr [8] as an external search index.

Solr can index documents with several fields. A Solr document
is represented by a simple XML file (SOLR XML format)
which defines the values of these fields. HTTP is used to build
and query the index. A Solr document is added to Solr using
an HTTP POST request. The index can be queried with an
HTTP GET request, with the query parameter in the URL.
More information on Solr and building a custom video search
application on top of it can be found in [2].

C. User Interface

The user interface was built with the Ruby on Rails (RoR)
framework®. Fig. 3 shows the search results page, which
contains a thumbnail and a short description per result. The top
right corner contains a search box that allows searching for
particular media files. The left side of the page contains filters
which can be used to narrow down the search result set.

C % hitp://mediastaging/mammie/items

Explore All | Create New | Log Out

Explore All Showing items 1 - 10 of 30 found

> All providers Click an item's thumbnail to play the content or click the title to show a detailed view.
DR

EBU
IRT
HHK
RAI
RIR
VRT
whailer

I all | delete selection

Congo Onafhankelijkheidsverklaring

fstandigheid Congo

> All upload dates
Jan 2010

Added by you on 21 December 2009

delete

Congo Clip 2
; 4

—

|

Fig. 3. Overview Page of the Interface.

:od 12,
UNO zoekt houvast in politieke warboel.

a56d70-d065-012c-782f- L

C % http://mediastaging/mammie/items/fip:c2: OG-

[Explore All | Create New | Log Out

type query 2

Congo Onafhankelijkheidsverklaring

0 overview

Metadata

Original video, created by MAM
uploaded: 21 December 2009

Thumbnail File
uploaded: 21 December 2009

Original video, created by MAM
Y YT} ploaded: 21 December 2009

Fig. 4. Item Details with a Preview Video, Metadata and
Media Datastreams.

Transcoded File
uploaded: 21 December 2009

When the user selects an item, a detailed view is opened (Fig.
4) in which the low-res video or audio can be played and

L http://rubyonrails.org/



details about the Datastreams are shown. If the user owns the
item, he can also add new metadata or media datastreams to
the item. The Dublin Core metadata can be also be edited on
this page.

IV. INTEGRATIONS

This framework contains a lot of components which have to
cooperate. The integrations between the diverse components
are discussed in this section.

A. Solr - Fedora

To transfer the metadata from the Fedora Repository into the
Solr index, we used a component called the Fedora Generic
Search Service (GSearch). This component, which is available
via the Fedora Repository, allows connecting Fedora with
various external search indexes, including Apache Solr.

The configuration of GSearch is performed using an XSL
transformation that transforms a Fedora digital object
(FOXML format) to a Solr document. This XSL
transformation should be adapted to the specific metadata
format used in the application, in order to ensure the correct
indexing of all metadata. When Fedora updates an object, it
calls GSearch, which in turn transforms the object to a Solr
record and adds it to the index.

B. Rails - Solr

We applied the existing Ruby library solr-ruby to connect the
Rails application to the Solr index. This library transforms the
Solr search results into Ruby objects which causes the
integration to be quite painless.

Solr stores the description and title of every item. This
information was used to construct the overview / search results
page (Fig. 3). Since no Fedora calls are necessary to show this
page, the load on Fedora is reduced and the speed of the user
interface is increased.

C. Rails - Fedora

Rails is organized around the Model, View, Controller
architecture (MVC). In Rails, a model usually corresponds to a
table in the database. Our application is, however, not based
on a traditional relational database. Instead, the Fedora
Repository was used to store the data related to our media
items. For this reason, the mapping from a Fedora item to a
Rails model had to be programmed, instead of relying on the
existing Rails mappings between models and relational
databases.

The communication between Rails and Fedora uses REST [5]
and was implemented using an existing Ruby library called
ruby-fedora. The interface of our final model to a large extent
matches the conventional Rails Resource Model, which
allowed us to employ the default configurations of Rails.
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D. Rails — Upload Component

Integrating the Upload Component in the Rails interface was
done using a simple HTML <embed> tag. A security issue
complicated the integration though. Only a user that is logged
in, is allowed to upload files to (or download files from) the
repository. When a user logs in, the Rails application generates
a session id, which is stored on the client in a Cookie. The
browser attaches the session id with every future request it
makes. The Rails application can use this parameter to verify
that the request comes from a valid user.

As the Silverlight component posts its data directly to the Java
servlet instead of to the Rails application, the Java servlet
should verify that the user is logged in. Otherwise a malicious
user could post potentially dangerous files directly to the Java
servlet without being logged in.

JAVA

User licati RoR
application application
POST data
(session id)
Logged In?
(session id)
«—OK
QL
T
sQ
—OK

Fig. 5. The JAVA Application Authenticates the User with an
Extra Request to the RoR Application.

Fig. 5 explains how the verification is accomplished. Assume
the user is logged in and tries to upload a file using the
Silverlight component. The Silverlight component will
perform an HTTP POST to the Java servlet. Because the user
is logged in, the browser will attach the session id parameter to
the request. In the Java application, a new request to the RoR
application, containing the session id parameter, is created.
This request is sent to a controller that replies with a simple
YES or NO depending on whether a session with this session
id exists or not. If the Java application receives a YES it
continues handling the request, otherwise it will fail.

Note that checking the session is transparent for the user (no
code on the client needs to change). To separate the session
logic from the file handling logic in the servlet, we have put
the session logic in a servlet filter [9]. This makes it possible
to attach the session logic to any servlet by simply changing
the web.xml configuration file of the Java web application.

E. Fedora - FFmpeg — Upload Servlet

We have chosen a loosely coupled architecture using a
message queue for the integration between Fedora, FFmpeg
and the Upload Component. As will be shown in the following



UPLOAD
SERVLET

Upload File T

l

Add Item

upload.start

E

upload.complete

FEDORA LISTENER

Q+

Add Original
Datastream

Add Lowres
Datastream

Add Thumb
Datastream

TRANSCODER
LISTENER

Lowres

— :
Generation

o

lowres.complete

4,©7

thumb.complete

"

Thumb
Generation

[

Fig. 6. The Upload Workflow is defined by the message configuration.

paragraphs, this renders our architecture highly configurable
and extensible, satisfying requirement (2).

The Advanced Message Queuing Protocol [1], [11] was
chosen as communication standard between the different
components. In contrast to other messaging middleware such
as JMS, which merely defines an APIl, AMQP describes the
messages sent across the network as a stream of octets.
Consequently, any tool that can create and interpret these
messages can interoperate with any AMQP message broker,
irrespective of implementation language. We employ
RabbitMQ, an open source AMQP message broker, in the
platform.

In our platform we use the ‘topic exchange’ concept defined in
AMQP. Every message has a routing key (e.g. “‘upload.start”)
and a queue can subscribe to all the messages of which the
routing key matches a specific pattern (e.g. ‘upload.*’).

We wrote a small framework in Ruby which facilitates
connecting a component to the queue. Every component will
have an associated ‘Listener’, which is implemented as a
regular Ruby class, that bridges the gap between the
component and the queue. The methods of the Listener class
are triggered by certain messages on the queue.

A configuration file is used to define the desired effect of
messages. Upon initialization, our framework will load this
configuration file and configure RabbitMQ accordingly. An
example of the configuration file:

Listenerl:
ruby class: Fedoralistener
mapping:

uploadStarted:
addDatastream:

upload.start
*.complete

This configuration file defines only one Listener. The
configuration file will bind the uploadStarted method of the
Listener FedoraListener to messages with a routing key

‘upload.start’. The body of the message — a hash of parameters
containing, for instance, the filename — is passed as a
parameter to this method. The implementation of the
uploadStarted method will create a new object in Fedora
Repository. The next line of the configuration file uses a
routing key with a wildcard. Any message with a routing key
ending with ‘.complete’ — be it ‘transcode.complete’ or
‘upload.complete’ — will trigger the addDatastream method.

As the configuration of the queue, based on the configuration
file, is done outside of the Listener class, there is a clean
separation between Listener logic and queue logic. Table Il
briefly describes the Listeners we have developed.

It is clear that the system is highly extensible, as was required
by (2). Adding new functionality only requires a regular Ruby
class that implements the desired functionality, and a change
of the configuration file which couples the new functionality to
the queue.

TABLE Il
BRIEF DESCRIPTION OF IMPLEMENTED LISTENERS

Listener Description

Class that contains methods for
creating Items and Datastreams in
Fedora. It uses the ruby-fedora
library to communicate with Fedora
using its REST interface.

Class that contains methods for
starting the generation of low-res
versions and thumbnails. It calls
FFMpeg via the command line with
the correct encoding parameters.
Class that contains methods for
creating error reports. These reports
can be mailed to the platform
administrator.

FedoraL.istener

TranscoderListener

ErrorListener



V. INGEST WORKFLOW

In this section we explain the ingest workflow that is currently
implemented in the platform. The configuration of the
messages sent by a component and their effect influences the
tasks that are executed. We will explain this with the upload
workflow which is shown in Fig. 6.

When the user clicks the upload button of the Silverlight
component, this component starts uploading the file chunk per
chunk to a Java servlet, as explained earlier. Upon receiving
the first chunk, the Java servlet sends a message with a routing
key ‘upload.start’ to the queue. This message informs other
interested components that a new upload has started. The body
of the message contains other information such as the user id,
the filename, etc.

Because we configured FedoralListener to listen to messages
with routing key ‘upload.start’, it will execute the Ruby
method that creates a new item in Fedora. This item does not
have any media attached to it yet, because the upload has not
finished.

After receiving the last chunk of the upload, the Java servlet
sends a message with ‘upload.complete’ to the queue. Both
FedoraListener and TranscoderListener are triggered by this
message. FedoraListener adds a Datastream with a URL
linking to the uploaded file to the previously created item,
while TranscoderListener starts two transcoding tasks that will
create the low-res version and a thumbnail of the video.

Once the low-res version (or the thumbnail) is generated, a
message is sent to the queue that triggers FedoralListener to
add a Datastream linking to the low-res version (or to the
thumbnail).

Other workflows can be implemented in the same manner,
making it easy to extend the functionality of the system. A
drawback of this approach is that it quickly becomes difficult
to gain a clear view of the effect a message has. This could be
solved by developing a tool in which the user defines the user
interface in a diagram (such as Fig. 6) that is automatically
converted to the queue configuration file we saw earlier.

VI. CONCLUSIONS AND FUTURE WORK

Within this paper we presented a platform, largely based on
open source components, that allows the handling of
professional media files with arbitrary large file sizes. The
system is agnostic regarding media and metadata formats.
Thanks to the usage of a message queue, our architecture is
highly extensible and loosely coupled. We have demonstrated
a simple way to implement reconfigurable workflows.

Future work will probably include collapsing the upload-
transcoding pipeline, as described briefly in part A. A
streaming server for playing out the low-res media is also
desirable, because this will improve the user experience and
the network throughput. As the work done by the EBU
P/SCAIE workgroup evolves, the user interface of the platform
will also have to incorporate new features. For instance, the
interface will have to support multiple collections of media
objects, which will allow to make sets of media objects that are
useful for evaluating a certain tool (e.g., news broadcasts
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contain a large amount of spoken speech and are thus useful
for evaluating speech recognition tools).

A first version of the platform is available at
http://media.ibbt.be. It is being used by the EBU P/SCAIE
workgroup to enable the exchange of professional
mediamaterial between broadcasters and research groups, such
that the latter can use genuine material to test their automated
information extraction tools. The platform is being further
developed in the context of the CELTIC project MediaMap
(http://www.mediamapproject.org/).
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Abstract. We will evaluate electronic payment (ePayment) systems by employing a use-value analysis. The key success

factors of ePayment systems are security and flexibility. Not surprisingly, it turns out, that there is neither a "best" nor a

"most secure" ePayment system. The adequacy of these systems depends on the application context. A use-value analy-

sis is an appropriate and easy to use evaluation method, because it allows the consideration of different application pers-

pectives. In fact, many ePayment systems are available today, but there are still contexts that require a tailored solution.

Online gaming will be given as an example. For this purpose, we will introduce BetMPay, an ePayment system that of-

fers a high level of anonymity, payment guarantee for providers, as well as consumer protection. This system also suf-

fers from drawbacks in comparison to other existing system. This again will be outlined by a use-value analysis.

1 Introduction

Today, transactions on goods, e.g., books or electronic
devices are increasingly carried out over the Internet.
Customers and merchants regularly face the problem of
handling payments. Various payment systems are availa-
ble that rely on different paradigms, e.g., credit cards,
debit notes or payment via cell phones. Online store oper-
ators often have difficulties in selecting the appropriate
systems for their needs. Criteria include usability, user
acceptance or common usage in existing web shops. Many
electronic payment systems are available and their use is
constantly rising. But there are scenarios, where special
requirements exist that are not sufficiently fulfilled by
available systems. For example, online gaming clients
often prefer to indulge their passion anonymously.

In this paper we present an overview on different elec-
tronic payment systems and evaluate their benefits from
various perspectives. Additionally, we present a solution
that had been implemented with the focus at customer
anonymity. This system had been developed in the context
of online betting applications and additionally aims at
providing effective cost control for customers as well as
paying guarantees.

In Section 2 we shortly introduce online gaming. Sec-
tion 3 describes aspects of electronic payment and intro-
duces a selection of ePayment systems. In Section 4 we
focus on requirements that are important for any electron-
ic payment system. We also depict criteria that can be
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used for evaluation. Section 5 provides an evaluation of
ePayment systems by employing a use-value analysis. In
Section 6 we introduce an ePayment system that is fo-
cused on customer anonymity, and we also compare it to
the other systems. Related work follows in Section 7, and
a conclusion is given in Section 8.

2 Online Gaming

In this context, "gaming" means the playing of games for
something of material value like money. Games focus on
an event with an uncertain outcome and the intent of win-
ning additional material value [17]. The outcome of the
game is typically evident within a short period of time,
e.g., the final score of sports events. Online games are
played for electronic money and require electronic pay-
ment systems.

An example provider of online gaming is bwin who is
offering up to 30,000 bets daily with betting action in
more than 90 sports [www.bwin.com]. Bwin offers a wide
range of payment methods, including credit cards and
online banking deposits. Reliable transfer of money is
crucial. Above all, gaming providers need to be sure that
money of their clients can actually be collected.

3  ePayment

Electronic payment or ePayment is the transfer of elec-
tronic means of payment from the payer to the payee
through the use of an electronic payment instrument [11].



ePayment systems are used to transfer money from one
account to another at the same or another financial institu-
tion. ePayment is an important part of eCommerce, as
goods and services offered through the Internet are most
conveniently paid in electronic form.

Several factors influence payment over the Internet [8].
For example, the Internet does not have an established
security architecture. Both seller and buyer are not physi-
cally present in an online transaction. Goods are available
only as virtual representations. And there is no synchroni-
zation between payment and delivery of goods.

3.1 Classification

Numerous ePayment systems are on the market. They can
be classified based on several categories, see [1] and [11].
ePayment systems can be divided into electronic cash
mechanisms and credit-debit systems. Electronic cash
resembles conventional cash and is based on tokens. Elec-
tronic tokens represent value and are exchanged for pay-
ment.

Credit-debit systems are based on bank accounts. In
credit-debit systems, money is represented by records in
bank accounts. Payment information is sent over computer
networks, e.g., the Internet. Electronic cash has several
advantages like the potential for anonymity and the lack of
the need to contact a central system. In pre-paid systems,
the payer’s account is debited before the payment. Pay-
now systems debit the payer’s account at the time of pay-
ment. In post-pay systems, the account of the payee is
credited before the account of the payer is debited.

Another distinctive feature is micro payment ability.
Micro payments typically amount to a value of less than 1
Euro or 1 Dollar. In contrast, macro payments start at an
amount of 10 Euros/Dollars and small payments are in
between. There can also be a limit on the amount of mon-
ey that can be paid, e.g., the amount that had been prepaid
or the credit card limit.

3.2 Available Systems

Too many ePayment systems are available to provide an
exhaustive list. We have chosen a few that are widely
available. Not all systems are offered world-wide; we
have also included systems available in Austria, the home
country of the authors. Additional ePayment providers and
services can be found, for example, in [4].

Credit cards entitle their holders to buy goods and ser-
vices based on the holders' promise to pay for these [5].
Credit card providers offer various levels of security in
order to prevent fraud, e.g., the card security code. Veri-
fied by Visa and MasterCard SecureCode depict addition-
al security measures for online transactions. When credit
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card information is entered online, the user has to authen-
ticate herself, i.e., to confirm her identity with an addi-
tional password. Debit cards are used like credit cards for
telephone and Internet purchases or like ATM cards for
money withdrawal. In both situations, funds are imme-
diately transferred from the holders' bank account. This is
in contrast to credit cards, where users have to pay back
on a later date. Maestro is an example for a widely known
debit card service [www.maestrocard.com].

PayPal is an e-commerce business that allows world-
wide payments and money transfers over the Internet
[www.paypal.com]. Paybox offers payments via users’
mobile phones in Austria. A user simply provides her
phone number or, for anonymity, an alias number, gets an
SMS (simple text message) from PayBox and confirms
the payment [www.paybox.at]. PaySafeCard is a pre-paid
system primarily for online shopping. It allows online
cash payments without a bank account or credit card
[www.paysafecard.com].

4  ePayment Requirements

Concerns on data security and on the misuse of private
data are important factors for electronic payments. These
concerns alone can hinder the development of e-com-
merce [15]. Security requirements will depend on the
amount of money being transferred, i.e., macro payments
require higher security than micro payments. Smaller risks
and cost considerations lead to the acceptance of less
security. However, concerns about security are key factors
in discouraging consumers from online payments [9].
Security comprises integrity, availability, and confiden-
tiality [8]. For online gaming, anonymity is an additional
important security aspect. ePayment providers have to
make sure that all these facets are considered sufficiently,
including e.g., software security, network security and
organizational security. The payment card industry data
security standard helps organizations of payment cards to
prevent fraud [6]. This can be achieved through increased
data controls and decreased exposure of data to potential
compromise. Evaluating the security of systems is a diffi-
cult and time-consuming task. In order to make this task
manageable for our purpose, we will use the following
properties that can be assessed with reasonable effort.

Passwords. How many characters must users enter in
order to enter the system? We use a qualitative measure —
high if a minimum length of eight characters and com-
pliance to defined rules, e.g., use of special characters, are
required; medium if passwords are used but do not comply
with rules and low if no passwords/PINs are employed.

Password renewal. Password renewal defines whether
users are asked to change their passwords periodically.



Login brute-force. Login brute-force prevention ad-
dresses effective measures for preventing brute-force
attacks, see [12].

Certificates and SSL. Certificates and the use of
SSL/TLS address the security of the communication
channel, e.g., whether communication is encrypted and
authenticity of the counterpart can be determined.

Authentication. We again use a qualitative measure —
two-factor authentication, one factor authentication and
authentication that is solely based on information that
cannot be considered as sufficiently secret, e.g., account
information or credit card numbers. Two factor authenti-
cation means that authentication is based on knowledge,
e.g., passwords, and the possession of artifacts like cell
phones. As access or transactions codes are sent to these
cell phones, their possession is crucial for payments. One
factor authentication is based on knowledge or possession.

Lock-out. Systems may lock out a certain user upon re-
quest. A lock-out can be initiated by users whenever they
realize that authentication information had been lost or
stolen in order to prevent malicious transactions.

Anonymity. We differentiate between information that is
easily linked to identities like credit card numbers and
information that is more difficult to use to reveal identi-
ties, e.g., phone numbers. Thus, we use yes/no values.

Additional security features address the fact whether criti-
cal transactions are secured by certain measures, e.g., use
of transaction authentication numbers (TAN). Additional
non-security requirements include micropayments, guar-
anteed payments, cross-border payments, offline payments
and market penetration.

5  Analysis

As ePayment systems rely on different paradigms, they
are difficult to compare. Our analysis does not aim at
determining the best or most secure system. Instead, we
want to provide a comprehensive overview on functionali-
ties and security aspects of different systems.

5.1 Methodology

An evaluation determines the value or usefulness of a
solution with respects to given objectives. Use-value anal-
ysis does not only cover quantitative but also qualitative
criteria [7]. It involves the following steps [2]:
Identification of evaluation criteria

Assessing values of criteria for each system
(quantitative or qualitative)

Quantification of qualitative values (scaling)
Weighting of criteria depending on importance
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For the analysis, we use criteria outlined in section 4
together with requirements concerning system flexibility,
e.g. micro payment or cross border payment ability.

5.2 Results

Table 1 shows the parameter values of the different sys-
tems. The values were retrieved by literature analysis,
statistics, interviews of ePayment system providers and
self-experimentation. We have to quantify our qualitative
measures. We rank "high" by 3, "medium" by 2 and "low"
by 1 and further "yes" by 3 and "no" by 1. Therefore,
systems with higher use-values will be preferable. We can
compare the systems based on these values. The adequacy
of the values depends on the point of view, e.g., seller or
buyer. We can reflect this by assigning different weight-
ings to the chosen criteria. These weightings are calcu-
lated as follows: We use a base of 100. Since we have 14
criteria, we get an average weighting of 7 (100/14
rounded). We almost triple the average weighting and use
20 as a maximum weighting factor for eminently signifi-
cant criteria. Since less important criteria shall not be
completely disregarded, we use 3 as minimum weighting
factor. Different points of views can be reflected by as-
signing different weightings in the range of 3 to 20.

A user study has shown that it is important from the
perspective of customers to guarantee anonymity, ease of
use and security. Furthermore, customers prefer systems
that they already use or that they can use in other contexts
too, i.e., flexible systems with high market penetration [3].
Given these considerations, Table 2 shows the results of
our use-value analysis from a customer perspective. Click
& Buy emerges as the preferable system. In contrast, pro-
viders demand payment guarantees as well as high market
penetration in order to prevent customer distraction [10].
Click & Buy is also preferable from a provider perspec-
tive. This table is not shown due to space limitations.

An advantage of such use-value analyses is that they
are easy to adjust according to requirements in a given
context. For example, if it is central to provide high flex-
ibility, we can adjust the weightings of micropayment
ability, cross-border payment ability and offline payment
ability and conclude that Paybox is our first choice.

6

Although there are many ePayment systems available,
there can be application contexts in which requirements
cannot be fulfilled by existing systems. In this section, we
will describe BetMPay — a system that has been developed
to support special needs of online gaming companies.
These special needs are anonymity, prevention of custom-
er addiction and a high level of payment guarantees.

BetMPay



Table 1: Values of Payment System Criteria
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Strength
Password No No | No | No | No Yes No
Renewal
Lyt ST No No | Yes | No | Yes | Yes No
Force
Certificates Yes | Yes | Yes | Yes | Yes | Yes | Yes
SSL/TLS Yes | Yes | Yes | Yes | Yes | Yes | Yes
Authentica- . .
tion Method Low | Med | Med | High | High [ Med | Med
L Yes | Yes | No | No | Yes | Yes No
Lock-out
Addlthnal No No | No | Yes | Yes No Yes
Security
Market . . .
Penetration High | Low | High | Med | Med | High | Low
Anonymity No No | No | Yes | Yes | Yes | Yes
WG No No | Yes | Yes | Yes | Yes | Yes
payment
Payment . . .
Guarantee Low | High [ High | Low | Med | High | Low
IR [t Yes | Yes | Yes | Yes | Yes | Yes | No
Payment
Offline Yes | Yes | No | No | Yes No Yes
Payments

6.1 Context

Online gaming is a sensitive area, since it may impose
dangers on customers, e.g., getting addicted. We can
therefore identify three main requirements: At first, cus-
tomers need anonymity. They may not want that others
know about their activities. Furthermore, we need a me-
chanism that helps to prevent addiction. Finally, providers
demand payment guarantees. They may regularly get in
contact with (addicted) indebted or insolvent customers.
BetMPay supports all three major requirements.

6.2 Scenario

Anonymity is one critical success factor of ePayment
systems. BetMPay operates according to the following
paradigm: Customers can buy vouchers for bets (offline)
in gaming offices, kiosks or petrol stations. These vouch-
ers represent a fixed value which can be used for gaming
activities on online platforms. For this purpose, the cus-
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Table 2: Use-values from a Customer Perspective
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tomer has to register at a web application when she uses
the payment system for the first time. The only informa-
tion needed for registration is a valid cell phone number.

The system does not store any names, addresses or
bank account data. If buyers do not disclose their cell
phone number, e.g., by enlisting in phone directories, their
identity cannot be determined using common methods.

After registration, the customer can enter a 16-character
code printed on the voucher. The amount of the voucher
will be credited to her account and can be used for gaming
activities. Whenever customers win a game or decide to
withdraw money credited to their account, they can create
a payment ticket. The ticket consists of a security code
which is sent to the customer via SMS. Afterwards she
may go to gaming offices or kiosks, where the payment
ticket is validated by cell phone number and the security
code. The amount will get cashed out.

Together with a high level of anonymity, this paradigm
further supports the other major requirements. On the one



hand, it provides better cost control for customers. As
many customers of online gaming companies are compul-
sive gamblers, the system requires them to buy additional
vouchers offline. This is not as comfortable as transferring
money from bank accounts by means of credit cards, but it
gives gamblers a chance to rethink their decision ("cool
down phase") and can prevent them from making overhas-
ty investments. On the other hand, the system provides
guarantees for gaming companies: Customers can only bet
with payments already made (pre-payment). As compul-
sive gamblers are often heavily indebted or even insol-
vent, companies do not have to fear losses or costly legal
processes in order to recover debts.

6.3 System Architecture

The architecture of BetMPay is conceived in a classical
three layer approach. The client is designed as a thin client
using HTML in order to omit installation of software on
the client side. Business logic is realized by ASP.NET
components, which are operated by an IIS server. Data
logic is realized using SQL databases. Since we do not use
stored procedures, views or triggers, we support almost
any relational database product.

6.4 Risks and Countermeasures

We will outline BetMPay’s major risks and countermea-
sures from the perspective of design and implementation.

System Design. The system faces two fundamental secu-
rity risks. At first, malicious users may fake vouchers by
auto-generating the 16-character code and therefore be
able to transfer credits, for which they never paid. To
mitigate this risk, special measures for creating the code
are used. The code is separated into an application num-
ber, a ticket number and one part of a ciphered message.
The other part of the ciphered message is stored in a data-
base when the code is generated. Whenever a user re-
deems a voucher, the two parts of the message get assem-
bled, deciphered and compared to the template. Thus, the
validity of the voucher can be checked.

The second fundamental risk is the fact that cashing out
requires the possession of a specific cell phone. If the cell
phone gets lost or stolen, other persons may retrieve mon-
ey from the account. The risk gets reduced primarily by
the circumstance that users have to create payment tickets.
Users can create such tickets only with the password of
the account. We have a two factor authorization in this
case, i.e., possession of the cell phone and knowledge of
the password. In addition, payment tickets are sent to the
cell phone via SMS. Customers can ask their cell phone
provider to lock the phone as soon as they recognize their
loss. The cell phone will not be able to receive SMSs
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anymore. This provides further protection even in the case
when a malicious person has the phone and knows the
account password.

Generated payment tickets could be used when a cell
phone gets stolen or lost. In case the malicious person
only has the cell phone but does not know the account
password, the customer may lock the account and there-
fore prohibit any cashing outs. If the malicious person also
knows the account password, he can change the password
and prevent logins by the regular customer. This risk can
only be overcome by instructing users to use their pay-
ment tickets carefully. For example, they should be gener-
ated only shortly before a cashing out is requested.

System Implementation. BetMPay uses several strategies
for mitigating common security risks, like brute forcing,
SQL injection, or man-in-the-middle attacks. In order to
prevent login brute force attacks, the number of login
attempts within a certain time frame is determined. When-
ever a certain threshold is exceeded, the user gets locked.
SQL injection attempts can be mitigated by input valida-
tion. We use a double strategy and validate input on the
client as well as on the server side. On the client side, a
configurable AJAX component is used whereas the server
side validation is done by .NET methods. For preventing
man-in-the-middle attacks, communication between client
and server is encrypted by means of HTTPS and the use of
a certificate signed by a trusted certificate authority.

Password policy. A configurable AJAX component on
the client side informs users whether their password com-
plies with defined rules (minimum length, special charac-
ters). Additionally, passwords are checked on the server,
e.g., if passwords have been used before. Users have to
update password periodically.

6.5 Evaluation

Table 3 shows the results of the use-value analysis of
BetMPay that have been gathered from a usability study.
BetMPay is ranked third from a customer perspective and
fourth from a provider perspective. This comes from re-
strictions regarding cross-border payment ability and the
market penetration of this system. The aspect of prevent-
ing overhasty decisions has not been considered in our
analysis. We can therefore conclude that if market pene-
tration can be increased and cross-border support will be
added, BetMPay will be a good choice for online gaming.

7

Benefits and costs of ePayments as well as a tool for sys-
tem comparison are given in [16]. There are also evalua-
tions and comparisons of electronic payment systems.

Related Work



Table 3: Use-values of BetMPay
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SCEZER|ESE| £
> o
Password Strength 3 9 3 9
Password Renewal 3 9 3 9
Login Brute Force 6 18 3 9
Certificates 5 15 6 18
SSL/TLS 5 15 7 21
Authentication Method 10 30 5 15
User Lock-out 5 15 5 15
Additional Security 5 15 3 9
Market Penetration 10 10 15 15
Anonymity 15 45 5 15
Micro-payment 10 30 10 30
Payment Guarantee 3 9 20 60
Cross border Payment 10 10 10 10
Offline Payments 10 10 5 5
Use-value 240 240

Wright evaluates privacy, traceability, transaction cost,
and the ability to build up the customers purchasing pat-
tern of credit card payment systems, an electronic check
system and digital cash systems. He evaluates advantages
and disadvantages to customers, merchants, service pro-
viders as well as financial institutions [13]. Wright sug-
gests a new system for increased user acceptance, which
allows payments over telephone networks for purchases
made over the Internet. Yu et al. explore advantages and
limitations of online credit card payment, electronic cash,
electronic checks, and small payments. Systematic and
detailed comparisons of alternative systems are provided
[14]. Their analysis was targeted at companies planning to
adopt or to improve an ePayment system.

8

We have shown an evaluation of various ePayment sys-
tems by employing a use-value analysis. Key success
factors of ePayment systems are security and flexibility.
There is no "best" or "most secure" ePayment system. The
adequacy of these systems depends on the application
context. Use-value analysis is an appropriate and easy to
use evaluation method, since it allows the consideration of
different application perspectives. Despite the fact that
many ePayment systems are available, there are contexts
that require tailored solutions, as is the case with online

Conclusion
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gaming. We have introduced BetMPay, an ePayment
system that offers a high level of anonymity, payment
guarantees for providers, as well as consumer protection.
One major drawback of BetMPay is that it requires an
established selling infrastructure, i.e., concluding contracts
with gaming offices or kiosks.
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Abstract

The trend of social networking has put in evidence
the needs of users in collaborating and sharing
information. Users prefer to keep under control their
content and to have at home personalized views of
their preferred services. Thus local community
services and content management systems may be of
interest to be developed in contrast to service provider
that try to monopolize all services. In this paper, we
present LOCUSGENS architecture and solution and in
particular the features and the capabilities of the
intelligent local Autonomous Community Manager
which includes a rule based systems to cope with the
harmonization of third party services.

1. Introduction

The state of the art of Social Networks, SN, is
grounded on centralized solutions for collection and
sharing of user generated content and information.
Many different business models have been exploited in
social networks, including: subscription, advertising,
communities sharing similar interests, access to
premium content or services in Pay Per Play/View.
Communities whose members’ involvement is
characterized by occasional attendance, and short
passive participation are generally suitable for business
models based on advertising [1]. This model is
typically viable in the presence of huge number of
users, while the premium VOD (video on demand)/
PPV model is mainly associated with solutions for
protecting content (e.g., CAS, DRM).

The main problem of SN is their centralized
approach. In distributed solutions costs may be shared
among middle level servers and/or with final users’
devices (such as decoders, computers, mobiles, game
stations, etc.) or servers: such as media centers, routers,
etc. The concept of media centre is less widespread as
a commercial device, while it is more common in the
open source community where a set of Media Centre
software solutions are available. They have been
mainly derived from public open source media centers
such as XBMC, LinuxMCE, Boxee, MythTV, etc.
They mainly integrate capabilities of playing video
streams coming from DVB boards and from IPTV
streams, receiving EPG, program recording,
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connecting to some social networks, etc. One example
about the standardization of media centre can be the
MPEG M3W [2], which also integrates the MPEG-21
DRM support and concepts [3], [4]. In most cases, the
media services are statically connected on receiving
devices and offered to users. These solutions integrate
poor features of content management, advertising
management, gateway to manage the owned content in
other social networks, automated content publication,
and never rules for automating those activities.
Furthermore, many service providers are interested in
providing social features to the community that visit
their websites, allowing them to have a full control of
their social information, activities, and relationships
[5]. On the other hand, content services for the
community are today divided into: data provider, such
as Web Services, RSS and ATOM; (ii) data
Aggregator, such as Widgets and Mashups.

The aim of this paper is to present the main engine
for setting up scalable local services for community
enabling local management of complex services for
user and content. The presented solution is part of a
larger  project called LOCUSGENS: Local
Communities Sharing Generated Content, Services and
experiences. The components presented in details in
this paper refer to the engine that one could host on a
media center located into the community premises to
provide services to the local community: (1) remapping
and reshaping a set of external services and
information, (2) providing a set of additional services
for integration of the former services and for the fact
that the local information and events are locally
exploited and managed. The added value services are
performed by means of a rule based engine to
automatically perform a set of activities for the
community such as: download, local recommendation
based advertising, privacy control, automated
meeting/connection establishment, content filtering,
automated content sharing on social networks,
dynamic/active query and download, monitoring,
notification of events in the community, etc. The
definition of a set of rules for the local management of
the community may simplify the life to the community
users and protect the young elements.



2. LOCUSGENS General Architecture and

Scenarios

According to LOCUSGENS, a community is a group
of users sharing a set of needs, contents, services and
experiences, and may be a small set of locations.
LOCUSGENS community can be a family, a group of
friends, a public laundry, a restaurant, a golf club, a
social group attached to one or several social networks,
etc. In Figure 1, the main elements of the
LOCUSGENS  architecture are reported. The
architecture includes a set of Logically Accessible
Directories (LAD services) that are providing services
to the Autonomous Community Manager (ACOM).
LAD services can be Social Network, content
providers, web TV, weather forecast, EPG for TV or
other, travel agency, kids schools, golf club, other
ACOMs as well, etc.

Logically Accessible Direclories

| Community Internet Communities
m’ ration DIR.
e S | =
_ Providers DIR__ ACOM
Ranking Service
Providers DIR Established channels
Advertising Service e
ACOM

Providers DIR

C2 Local
Community

C3Local
Community

Figure 1 - LOCUSGENS general architecture

The ACOM can be hosted in a dedicated device or in a
media center, decoder, set top box, etc. The ACOM
can profile local users and according to rules/policies it
can manage the community by providing content
services to the community devices. In these cases, the
content is considered as a set of complex data items
where several different kinds of streams of information
need to be provided, where multiple paths and
possibilities as occurs including classical audio/video
(DVB-T, DVB-S.) for IPTV/WebTV, but also
educational content, cultural heritage content, games,
collections, guides and manuals, cross media reports,
play lists, etc. Examples are MPEG-21, AXMEDIS,
SCORM, MPEG formats, HTML, SMIL, EPUB, etc.
The advantages of the LOCUSGENS architecture are:
(i) scalability in terms of socially produced and shared
content; (ii) decoupling of content services and
advertising; (iii) flexibility in performing for the
community repetitive and boring activities from/to
other communities and social networks, etc.
Examples of ACOM policies can be:
e content services identified or matching a certain
profile can be accessed only at a given time
window during the day or from a specific device
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of the Community.

e locally produced video has also to be accessible on
the community mobiles and on a set of other
identified communities.

e At 20:30 the ACOM has to request a comment on
Political news from Philip’s friend Carl belonging
to the Community “Smith family”.

e  When Tom connects show him last Amazon books
on fishing.

e Philip’s video of last week-end can be
accessed/played from external users of the ACOM
belonging to the following list of communities:
Smith Family, Pub Happy Boat.

e Access to weather information and make them
accessible at 19:00, together with news of Channel
RAI1 and BBC.

e At 20:00 the ACOM WEBCAM is activated to
establish a contact with the grandmother’s.

e Allow reception of Advertising in Push if it
matches with certain descriptors provided for or it
is associated to specific content services.

e At the 15:00 please activate a query on YouTube
to get the first 15 videos on “ski Rocky” at high
resolution.

3. ACOM Architecture

The ACOM architecture is presented in Figure 2 and

includes:

e GUI support: the front end interface for the
devices and applications that are used in the local
community and virtually from the Internet. This
interface allows to mount the selected content
services from the LOCUSGENS network of
ACOMs communities and to make them available
for the community devices and users. As widget
manager the Liferay solution has been adopted [6].

e Service Registry: It is the entity to which each
new service has to be registered to provide
connection with the Process Engine to put the
connected services at the disposal of the ACOM.

e Social Media Services: These services have been
developed as native tools to provide a minimum
number of basic capabilities in the ACOM
middleware such as: managing users, content
management system, crawling in the local area
network for collecting resources and media, direct
connection and chat, events and asynchronous
messages. All these services are at disposal of the
Process Engine and Policy Engine.

e Process Engine and Editor: the Process Engine
is an intelligent engine of the ACOM devoted to
the user administration with user access control,
and manages the actions in response of the widgets
mounted on the user profile. The Process Engine is
also responsible of considering semantic aspects of



content services: (i) user actions, preference,
favorites, etc.; (ii) content descriptors; (iii) local
and external events; (iv) actions performed on
provided and exported services; etc., to provide
local personal recommendations and advertising
support (static and dynamic user profile).
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Figure 2 — ACOM architecture

Policy Engine and Editor: The Policy Engine is

the “intelligent” engine of the ACOM to process
and execute ACOM policies as defined and
downloaded by the ACOM and associated with
Content Services and other services. The ACOM
Policy Engine can take decisions to serve the local
community. The capabilities of the engine are
enforced by using semantic processing functions.
Policies are formalized according to the following
EBNF format (in which not all constructs are

reported).

<Rule> = WHEN <PredicativePart> DO <ActivePart>
<PredicativePart> = <FiringCondition>,{<MatchExpression>}
<FiringCondition> = <InstantCondition> | <EventCondition>
<EventCondition> = ON EVENT WITH TYPE <EventLabel>
FROM <DomainCondition> [FOR
<DomainCondition>]
<DomainCondition> = <ObjectType> <Identifier>
([ <Constraint> {AND <Constraint>}] )
<Constraint> = [NOT] <Atom>
<Atom> = <Attribute> <OP> <Parameter> |
<Predicate>({<Parameter>})
<MatchExpression> = MATCH <DomainCondition>
<ActivePart> = <SyncStatement>, {<AsyncStatement>}
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<SyncStatement> = Block action | Allow action
<AsyncStatement> = <StatementName> ({<Parameter>} )

Some of the constructs of the Policy Rules directly
refer to services provided in the Social Media Services
(such as: sending events, getting status, etc.), while
other are generically referred to dynamically mounted
services coming from the Widgets connected by the
users for creating their working user interface. The user
interface has been realized in Drools Guvnor.

The LOCUGENS widgets are those accessible as
Liferay on the web plus those specifically developed to
be controlled by the Process and Policies Engines. All
the widgets are hosted on Liferay support, only the
LOCUGENS widgets can be managed by the Process
and Policy Engines.

In order to validate ACOM solution a number of
Widgets have been implemented according to the
ACOM communication model, among them:

e Amazon Ads Widget realized to interact with
ACOM engines to provide queries and get the
published books matching with the a user profile,

e Alerts Widget has been realized to interact with
ACOM engines to receive information and events,
for example the reaching of a message, the
occurrence of a certain condition, the login, the
creation of a connection, etc.,

e Content Widget can be instantiated in three
different manners as: content player, content list
viewer, and as interface to set preferences. It has
been realized to be installed as a Liferay portlet
and to interact with ACOM engines. In Figure 3,
the class diagram showing Content Widget and
related classes is presented.

<<interface>>
Crawler

+crawlOperation()

CrawlerService

GenericPortlet

<<interface>>

+nit()

+destroy()
+daView()
+doFdit()
+doHelp()
+serveResource()
+processAction{)

+recommendationOperation()

<<interface>>
Contents

RecommendationService

+getLastkeyWords()

+searchObjects()
+getDownloadedObjects()
+getRankedChjects()
+getFavoriteCbjects()
+chedkUser()

Objectloader|

‘ContentsUtil

- ]

T ——

+HoadObjects()

Eventsutil ContentPortlet /
| I
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<<interface>>
Events

PlayerLoader

+submitContentEvent()
+submitCommunityEvent()
+submitUserEvent()

+printPlayerCode()

Figure 3 — Class diagram of Content Widget

e Mobile Medicine (http://mobmed.axmedis.org) is
a best practice network for medicine. In this case,
a widget has been created to provide into the
ACOM special services from Mobile Medicine:
getting content and providing content from/to the




social network, etc. The Mobile Medicine social
network presents a web service to provide those
services towards its widget counterpart for the
ACOM.
Other services are available as well such as Portal
Event Listener, Conversation Service e Download
Service, User Activity Service (UAS), etc.

4. Some Examples

The solution proposed has been tested by setting up a
number of ACOM services into communities. These
where comprised of few people, typically families and
their friends. On these bases, a number of rules have
been created by using a graphic user interface. The
creation of a new rule is guided by a sort of wizard and
should be improved to make it realistically
understandable by any final user. An example of rule
to prevent access to video content for Junior users

belonging to the “Family” community is reported:
WHEN
ON EVENT WITH TYPE "Play"
FROM User u(age < 18,
belongsToCommunity ("Family"))
FOR Content c(format == "Video")
DO Block action

Figure 4a represents the collaboration diagram
describing the relationships among the entities
involved into the execution of the previous rule. While
Figure 4b shows a segment of the screen in which the
advertising produced by querying on Amazon portal on
the basis of user profile (static plus dynamic) is
presented. So that exploiting the preferences
manifested during the accesses on Mobile Medicine to
provide personal local advertising of Amazon content.

: Recommendations

5 i requestRecommendations ()

2z SEI‘IdLDginVEI‘ItO
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: Client UL
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(b)
Figure 4 — Personal local advertising produced
dynamically on the basis of Amazon content and
local user profiling.
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5. Conclusions

In this paper, LOCUSGENS architecture and solution
and in particular the features and the capabilities of the
intelligent local Autonomous Community Manager
which includes a rule based system to cope with the
harmonization of a number of third party services have
been presented. The solution proposed goes in the
direction of locally managing services for
communities. Among them content services but also
news, connection, advertising, control and supervising,
automating some boring activities of content collection
and sharing among friends and social networks. The
components presented in details in this paper refer to
the engine that one could host on a media center
located into the community premises to provide
services to the local community. The added value of
the solution resides on the possibility of setting up a set
of “smart” rules to automatically perform synchronous
and asynchronous activities for the community such as:
download, local recommendation based advertising,
privacy control, automated meeting/connection
establishment, content filtering, automated content
sharing on social networks, dynamic/active query and
download, monitoring, notification of events in the
community, etc. From the experiments we have
verified that they can simplify the life of the
community reducing boring activities and creating
more stable connection among other communities, the
larger families, the houses of the close friends, etc.
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Abstract

The Explainer is a means whereby people can use a
computer to help them collaborate to bring together their
various points of view in order to solve very complex
problems. The collaborators contribute elementary cause-
and-effect statements that describe a situation so that the
computer can use propositional logic to combine these
statements to explain behaviors that arise within the scope
of that situation.

Propositional logic is used to represent the cause-and-
effect statements. Abduction is used to find the multiple
explanations for the behavior. Deduction is used on each
proposed explanation to show what additional behaviors it
would also explain. Proposed explanations that explain
false behaviors are rejected.

People tend to solve problems by recognizing a pattern
that may be occurring now and correlate it with a pattern
they have seen before. They assume that the cause and the
outcome will be the same. But different people recognize
different patterns and argue over them rather than solve
the problem.

A better way to solve problemsisto connect the dotsto
build a scenario that shows the connections linking the
cause to the symptoms. This scenario is transparent to all
and can be the basis for discussion and criticism.

People are naturally much better at pattern recognition
and correlation than in connecting the dots. The Explainer
provides the ability that allows them to connect the dots.

1.0 Connecting the Dots: A Better
Way to Solve Problems

People are naturally very good at pattern recognition
and correlating patterns they observe now with other
patterns from the past. They assume that the causes and
outcomes of these patterns will be the same.
Unfortunately, different people recognize different
patterns, come to different conclusions as to what should
be done, and argue without having solved the problem.

A Dbetter way is to connect the dots to provide a
scenario that shows the logic that connects the causes to
their consequences. These logical scenarios can then be
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exposed for criticism and changed as needed. This process
is transparent.

Unfortunately, this is not as natural for people as
correlating patterns. People are very poor at connecting the
dots. The Explainer is a means of using the computer to
help us do what is not so natural to us. It opens up the
capacity to use a new way of thinking. This capability is a
paradigm change made possible by programming a
computer to handle propositional logic.

An explanation must conform to two conditions. One,
it must explain what is desired to be explained. And two, it
must not explain behaviors that do not exist.

Abduction is used to find the explanations for what is
to be explained that can occur within the scope of the
cause-and-effect knowledge. Of course, the validity of the
explanation is limited by the validity and scope of the
cause-and-effect statements. This is the creative phase.

Deduction is used to determine what other behaviors
accompany each proposed explanation beyond the
behavior that is intended to be explained, i.e. side effects.
If these other behaviors do not occur, then that explanation
must be rejected. This is the critical phase.

The abduction process is very straightforward provided
there are no circuits in the cause-and-effects needed to
explain the behavior. All that is required is to eliminate the
variables between the assumptions and the behavior they
are to explain. An assumption is a cause that itself has no
cause and thus can only be assumed. This elimination is
done by substitution much as is done in the solution of
simultaneous linear algebraic equations. But this process
breaks down when there are circuits.

The rules of logic are based on the assumption of an
open system. If A implies B and if A is true, then B is true.
But we cannot say in logic that if A is false then B is also
false because the truth of B may be implied by something
else that is not considered. But if we assume we have a
closed system where nothing inside the system can be
implied by something outside the system, we can account
for everything that might imply that B is true. Then we can
say that if A is false and there is no other implication
within the system that would make B true, we can then say
that if A causes B that if A is false then B must also be



false. This assumption of closure is important to have a
practical process of explanation.

1.1 The Explainer Also Solves Other
Types of Problems

When we can solve the explainer problem, there are
many other types of problems that we can also solve. For
example, we can design something from components
whose behaviors have been described by cause-and-effect
statements by asking that they explain the behavior that
would represent the requirements for the design. We can
develop a plan by describing the steps we can take as
cause-and-effect statements and request an explanation for
the goal of the plan.

2.0 Dealing with Circuits

When there are circuits, it is assumed that functions
can be found such that the variables within the circuit
become functions of variables outside the circuit but not of
the other variables within the same circuit. When these
functions are used, the circuits are replaced by equivalent
cause-and-effect statements that contain no circuits. Then
these variables can also be eliminated by substitution, as
we had done when there were no circuits.

Unfortunately, finding these functions is a
combinatorial problem. This raises the suspicion that the
combinatorics might require more computing capability
and time than is available in practice.

Fortunately, there are characteristics of this problem
that make the computing practical for all reasonable
problems. In each combinatorial trial, it is possible to
assign multiple variables at the same time. This greatly
reduces the number of trials. If for example r variables can
be assigned in each trial, the number of trials would be 2"
where b is the number of variables in the block, and r is the
number of variables assigned in each trial. A block is the
largest subset of variables such that there is a path from
each variable in the block to every other variable in the
block and back to itself.

When the block contains only a simple circuit, r = b,
thus requiring only two trials no matter how large b is.. We
can assume that unless the circuits in a block are severely
entangled, the number of trials would be expected to be
very few.

Also, problems usually consist of many small blocks
that can each be considered independently. This greatly
reduces the number of trials required.
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3.0 Example: Under standing the

Economic Crisis Problem

We have used the Explainer to explore how it might be
used to shed light on several complex problems. We do not
contend that we have solved these problems, but only to
suggest how the Explainer might be used in the hands of
more knowledgeable people to produce better
understandings of these problems.

The Explainer has been used in trials to illustrate how
it might be applied to understanding a number of different
types of problems such as understanding how terrorists
might design a plan to do us harm and how those plots
might be thwarted, how we might consider the various
factors involved in plans to leave Iraq, how it might be
used to provide a medical diagnostic service to physicians
who do not have the time to read all the latest literature,
and so on.

But none of these examples has done any more than
illustrate how these problems might be formulated. Better
understanding of these problems would require that the
Explainer be put in the hands of more knowledgeable
people to develop better cause-and-effect statements.

3.1 The Economic M odel
Cause-and-effects can be input to the Explainer as
follows:
EFFECT 1
CAUSED BY A
NOT B
CAUSED BY C
Meaning that Effect 1 is caused either by (A and not B)
or by C.
Then the input for this partial economic crisis analysis might
be as follows:

EFFECT 1. Home prices depressed
CAUSED BY 17. Morehouses available on market
EFFECT 2. Credit crunch
CAUSED BY NOT 3. Liquidity
EFFECT 3. Liquidity
CAUSED BY NOT 4. Misgtrust
EFFECT 4. Mistrust
CAUSED BY 16. High foreclosurerate
29. Pressureto make loans with
inadegquate documentation in order
to collect fees
EFFECT 5. Initial lender possesses home
partially paid for by borrower’s payments
CAUSED BY 14. Borrower defaults
EFFECT 6. Initial lender wantsto sell ARM mortgage
CAUSED BY 5. Initial lender possesses home partially



paid for by borrower s payments
10. Ratewill riseto makeloan
profitable to lender
11. Initial lender haslow risk
in reselling loan
21. Initial lender getsorigination fees
EFFECT 7. Borrower wantsto buy ARM loan
CAUSED BY 9.Borrower haslow income
and low equity
12. Initial rate low
EFFECT 8. Many ARM loans made
CAUSED BY 6. Initial lender wantsto sell
ARM mortgage
7. Borrower wantsto buy ARM loan
ASSUMABLE 9. Borrower haslow income and low equity
EFFECT 10. Ratewill riseto make loan profitableto lender
CAUSED BY  24. Initial lender cannot profit
frominitial rates
EFFECT 11. Initial lender haslow risk in reselling loan
CAUSED BY  19. Initial lender bundlesloans
30. Ability of lendersto recoup bad loans
EFFECT 12. Initial ratelow
CAUSED BY  23. Natureof ARMs
EFFECT 13. Borrower cannot pay reset rate
CAUSED BY 9.Borrower haslow income
and low equity
10. Ratewill riseto makeloan
profitable to lender
EFFECT 14. Borrower defaults
CAUSED BY 13.Borrower cannot pay reset rate
EFFECT 15. High delinquency rate
CAUSED BY 8.Many ARM loans made
14. Borrower defaults
EFFECT 16. High foreclosurerate
CAUSED BY 15. High delinquency rate
EFFECT 17. More houses available on market
CAUSED BY 14. Borrower defaults
32. Buyerswalk away from homes
EFFECT 19. Initial lender bundlesloans
CAUSED BY 22.Bundled loans have low risk rating
EFFECT 20. Artificially low risk assigned to bundles
CAUSED BY  26. Asymmetry of information
about risks of bundles
EFFECT 21. Initial lender getsorigination fees
CAUSED BY  23. Natureof ARMs
EFFECT 22.Bundled loans havelow risk rating
CAUSED BY  20. Artificially low risk assigned
to bundles
ASSUMABLE 23. Natureof ARMs
EFFECT 24. Initial lender cannot profit from initial rates
CAUSED BY 9.Borrower haslow income
and low equity
23. Nature of ARMs
EFFECT 25. Market collapse
CAUSED BY NOT 3. Liquidity
EFFECT 26. Asymmetry of infor mation about
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risks of bundles
CAUSED BY NOT 34. Regulatorsguarantee
symmetry of infor mation
about loan risks
EFFECT 27.Investorsunaware of bundlerisks
CAUSED BY NOT 28. Open books
29. Pressureto make loanswith
inadequate documentation
in order to collect fees
EFFECT 28. Open books
CAUSED BY  34. Regulators guarantee symmetry of
information about loan risks
ASSUMABLE 29. Pressureto make loanswith inadequate
documentation in order to collect fees
EFFECT 30. Ability of lendersto recoup bad loans
CAUSED BY
EFFECT 31. Negative equity
CAUSED BY 1. Home prices depressed
EFFECT 32. Buyerswalk away from homes
CAUSED BY  31. Negative equity
EFFECT 33.Bundled loans bring good prices
CAUSED BY  26. Asymmetry of infor mation about
risks of bundles
ASSUMABLE 34. Regulatorsguarantee symmetry
of information about loan risks
Figure 3.1: Initial model for economic crisis
situation including circuit

Those with better knowledge of the situation are
invited to use the Explainer to produce a more
comprehensive analysis.

Input to block Begin
EFFECT 14. Borrower defaults

CAUSED BY 13. Borrower cannot pay reset rate
Input End
Variables Within the Block
Block begin
EFFECT 17. More houses available on market

CAUSED BY 14. Borrower defaults

32. Buyerswalk away from homes

EFFECT 1. Home prices depressed

CAUSED BY 17. More houses available on market
EFFECT 31. Negative equity

CAUSED BY 1. Home prices depr essed
EFFECT 32. Buyerswalk away from homes

CAUSED BY 31. Negative equity
Block End
Figure 3.2 Input to Block Before

Substitution

Figure 3.2 identifies a circuit within the cause-and-
effect statements that must be resolved. Figure 3.3 shows
the cause-and-effect statements after the substitution has



been made to produce an equivalent set of cause-and-
effects that no longer contain circuits:

Input Variablesto Block
Begin
EFFECT 14. Borrower defaults
CAUSED BY 13. Borrower cannot pay reset rate
End
Variables within Block
Block Begin
EFFECT 17. More houses available on market
CAUSED BY 14. Borrower defaults
32. Buyerswalk away from homes
EFFECT 1. Home prices depressed
CAUSED BY 14. Borrower defaults
EFFECT 31. Negative equity
CAUSED BY 14. Borrower defaults
EFFECT 32. Buyerswalk away from homes
CAUSED BY 14. Borrower defaults
Block End
Figure 3.3: Input to Block After Substitution So It
No Longer Contains a Circuit

Effect 18 has been deleted because during the
development it was found to be equivalent to Effect 1. This
reveals why it is important to make sure that the variables
are not duplicated with different numbers.

After making this substitution, we can run the existing
program as though there were no circuits. Then we get the
following explanation for the Market Crisis:

EFFECT 25.Market Crisis
CAUSED BY
29. Pressure to make loans with inadequate
documentation in order to collect fees
NOT 34. Regulators guarantee symmetry
of information about loan risks
23. Natureof ARMs
9. Borrower haslow income and low equity
Figure 3.4: Explanation found for
‘25. Market Crisis’

This tells us that ‘EFFECT 25. Market Crisis’
occur only if all these causes occur together and thus can
be prevented if any one of them can be prevented.

We cannot change ’23 Nature of ARMs’ i.e.
Adjustable Rate Mortgages, or ‘9. Borrower has low
income and low equity’, but we can change 'NOT 34.
Regulators guarantee symmetry of information about loan
risks’. This suggests that the ‘Market Crisis’ could have
been prevented and now can be resolve by having
regulations to guarantee symmetry of information in all
financial transactions. As of this writing, the regulations

can
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requiring this are still a matter of contention and thus are
not yet in place.

We can do this if there are no ORs. If there were ORs,
we have to operate on multiple subsets of expressions
where there is only one term chosen from each expression.

3.2 Scenario to Explain the Reasoning
for the Explanation and Show Side
Effects
The scenario shows the reasoning that leads to this
explanation and provides the consequences if the
explanation were valid. A term is a set of assumptions or
actions joined by ANDs.

The scenario uses the following rules:

e Atermis True if all its variables are True

e Atermis False if any of its variables are False

e A term is Unknown if at least one of its variables is
unknown and none of its variables are False

e  An explanation is False if any term in its explanation is
False and no term is True or Unknown

e  An explanation is Unknown if no term is either True or
False

e  An explanation is True if any term is True

The program assigns values of IS TRUE, IS NOT
TRUE or equivalently IS FALSE, or UNKNOWN to the
effects, causes and terms. The unknowns have been
eliminated in the following for clarity and brevity. Then
the scenario is as follows:

DETERMINE THE CONSEQUENCESIF
THESE ASSUMPTIONSARE ALL TRUE
29. Pressureto make loans with inadequate
documentation in order to collect fees|S TRUE
34. Regulator s guar antee symmetry of information
about loan risksISNOT TRUE
23. Natureof ARMsISTRUE
9. Borrower haslow income and low equity
ISTRUE
THEN THE CONSEQUENCES ARE:
9. Borrower haslow income and low equity IS TRUE
23. Natureof ARMsISTRUE
29. Pressure to make loans with inadequate
documentation in order to collect fees|ISTRUE
34. Regulator s guar antee symmetry of infor mation about
loan risks ISFALSE
12. Initial ratelow ISTRUE
Term 11STRUE
23. Natureof ARMsISTRUE
21. Initial lender getsorigination feesISTRUE
Term 11STRUE
23. Natureof ARMsISTRUE



24. Initial lender cannot profit from initial rates|S TRUE
Term 1ISTRUE
9. Borrower haslow income and
low equity ISTRUE
23. Natureof ARMsISTRUE
26. Asymmetry of information about risks of bundles
ISTRUE
Term 1ISTRUE
NOT 34. Regulators guarantee symmetry of
information about loan risks
ISTRUE
28. Open books ISFALSE
Term 11SFALSE
34. Regulator s guar antee symmetry of
infor mation about loan risks|S FAL SE
33. Bundled loans bring good prices ISTRUE
Term 1ISTRUE
26. Asymmetry of information about risks
of bundles|STRUE
7. Borrower wantsto buy ARM loan IS TRUE
Term 1ISTRUE
9. Borrower haslow income and
low equity ISTRUE
12. Initial ratelow ISTRUE
10. Rate will riseto make loan profitableto lender
ISTRUE
Term 1ISTRUE
24. Initial lender cannot profit from initial
rates|STRUE
13. Borrower cannot pay reset rateISTRUE
Term 1ISTRUE
9. Borrower haslow income and
low equity ISTRUE
10. Rate will riseto make loan profitable
tolender ISTRUE
14. Borrower defaults|S TRUE
Term 1ISTRUE
13. Borrower cannot pay reset rate
ISTRUE
17. More houses available on market ISTRUE
Term 1ISTRUE
14. Borrower defaults|S TRUE
32. Buyerswalk away from homes|S TRUE
1. Home pricesdepressed IS TRUE
Term 1ISTRUE
14. Borrower defaults|S TRUE
31. Negative equity IS TRUE
Term 1ISTRUE
14. Borrower defaults|S TRUE
32. Buyerswalk away from homes|S TRUE
Term 1ISTRUE
14. Borrower defaults|S TRUE
20. Artificially low risk assigned to bundles ISTRUE
Term 1ISTRUE
26. Asymmetry of information about risks
of bundles|STRUE

22. Bundled loans have low risk rating IS TRUE
Term 1ISTRUE
20. Artificially low risk assigned to bundles
ISTRUE
27. Investorsunaware of bundlerisks IS TRUE
Term 11STRUE
NOT 28. Open books ISTRUE
29. Pressure to make loans with inadequate
documentation in order to collect fees
ISTRUE
30. Ability of lendersto recoup bad loans|S TRUE
Term 1ISTRUE
33. Bundled loans bring good prices
ISTRUE
5. Initial lender possesses home partially paid for by
borrower’s payments|S TRUE
Term 1ISTRUE
14. Borrower defaults|S TRUE
19. Initial lender bundlesloans|S TRUE
Term 1ISTRUE
22. Bundled loans have low risk rating
ISTRUE
11. Initial lender haslow risk in reselling loan ISTRUE
Term 1ISTRUE
19. Initial lender bundlesloans|1S TRUE
30. Ability of lendersto recoup bad loans
ISTRUE
6. Initial lender wantsto sell ARM mortgage |S TRUE
Term 1ISTRUE
5. Initial lender possesses home partially paid
for by borrower s payments|S TRUE
10. Rate will rise to make loan profitable
tolender ISTRUE
11. Initial lender haslow risk in reselling loan ISTRUE
21. Initial lender getsorigination feesISTRUE
8. Many ARM loans made IS TRUE
Term 1ISTRUE
6. Initial lender wantsto sell ARM
mortgage |STRUE
7. Borrower wantsto buy ARM loan
ISTRUE
15. High delinquency rate ISTRUE
Term 1ISTRUE
8. Many ARM loans made |S TRUE
14. Borrower defaults|S TRUE
16. High foreclosurerate ISTRUE
Term 1ISTRUE
15. High delinquency rate ISTRUE
4. Mistrust ISTRUE
Term 1ISTRUE
16. High foreclosurerate ISTRUE
29. Pressure to make loans with inadequate
documentation in order to collect fees
ISTRUE
3. Liquidity ISFALSE
Term 1ISFALSE
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NOT 4. Mistrust ISFALSE
2. Credit crunch ISTRUE
Term 1ISTRUE
NOT 3. Liquidity ISTRUE
25. Market CrisisISTRUE
Term 1ISTRUE
NOT 3. Liquidity IS TRUE
Figure 3.4: Scenario for Cause
of Economic Crisis

A scenario can also be generated for the case that
variable 34. Regulators guarantee symmetry of information
about loan risks is true.

5.0 Plansfor Further Work

A more imaginative use of the Explainer would be to
design a device that can use sensors and the Explainer
method to explain its environment and make plans for how
to use actuators to interact with its environment.

Such a device might have two methods for
understanding its environment. One, it could use its
sensors to correlate pairs of events that always occur in the
same order, occur frequently, and preferably with a short
duration between the events. Thus, it would find
candidates for cause-and-effect statements to be added to
its repertoire. It could also use its cause-and-effect
statements to plan experiments on its environment that
would yield further cause-and-effect statements and
perhaps also produced actions that would achieve its needs
and desires.

This has not been implemented yet, but is an
interesting possibility to be considered. It might provide a
hypothesis for how babies learn about the world and how
to deal with it. It might be used by robots to learn about
their environments and how to deal with them.

The Explainer is also being considered as a tool for
negotiations and emergency management.

6.0 Conclusion

The Explainer shows a method that might be used to
help people collaborate to understand complex problems
and see how they might be resolved. Unlike expert
systems, this method can handle circuits, which are not
uncommon, and there is no ambiguity in the sequencing of
the application of rules.

If equivalent methods are available to study complex
problems such those that the Explainer appears capable of
understanding, there does not appear to be evident that
such methods are being use to deal with the many
significant problems that we are facing today.
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Abstract

In this paper we present a mechanism for
verification of security policies that is part of a policy-
based security engineering process for service-oriented
applications. The mechanism, developed in the
SERENITY and MISTICO projects, provides a
framework for the automated treatment of security and
dependability (S&D) issues. Concretely, we focus on
the verification of the compliance with security
policies, based on the formal specification of Security
and Dependability (S&D) Properties. Precisely, the
main advantages of the approach presented in this
paper are that it allows us to define high-level policies
and to verify that an application developed in these
security frameworks complies with such policy.

1. Introduction

The trend in recent years toward open and
distributed computing environments, and in particular
towards service-oriented computing, increases the
emphasis on relationships, negotiations, and
agreements between the different components of the
systems. This brings particular challenges for the area
of security and dependability (S&D), which are
traditionally very difficult to manage and measure. It
also introduces the issues of accountability and
liability. These are often also referred to as
responsibility, answerability, blameworthiness and
other terms associated with the expectation of account-
giving. These topics have been heavily debated
because introduce a new concept in security
engineering, related with the responsibility to ensure
that a system complies with a regulation or a security
policy. We can find in the recent past a practical
example, this is the case of corporate scandals and
breakdowns like the recent loss of 45 Million credit
and debit card numbers and other personal data by the
TJX Corporation, which have flourished in the last
years, highlighing the need for stronger compliance
regulations for publicly listed companies.

Work partially supported by DESEOS project (TIC-4257) funded
by the government of Andalucia and by the E.U. through SecFutur
project (FP7-ICT-2009-5).
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This is a direct consequence of the fact that the
security has been traditionally overlooked and
considered supplementary instead of a core element in
the design and development of such systems, which
has produced very negative consequences and has
undermined the users' confidence in computer systems.

One of the most significant regulations in the
financial context is the Sarbanes-Oxley Act developed
in 2002, which defines significant tighter personal
responsibility of corporate top management for the
accuracy of reported financial statements. As in this
case, many of the best known initiatives for enhancing
the security of computer systems have been based on
guidelines, recommendations, best practices,
certification, compliance and similar approaches
lacking the necessary rigour and precision that one
would expect when dealing with “security”. Other
relevant examples are: Common criteria, FIPS,
traditional security patterns, GLBA, FISMA, and
HIPA. In some cases other compliance frameworks
(such as COBIT) or standards (NIST) inform on how
to comply with the regulations.

The fact that all these regulations and policies are
expressed informally make it practically impossible to
rigorously verify that an application complies with a
specific regulation. Precisely, one of the main
advantages of our proposal is the formalization of the
aforementioned regulations in high-level “Security
policies” and to allow verifying that an application
developed in the security framework complies with
such policy.

In this paper we present a model of secure and
dependable systems and its application to the Service-
Oriented Computing, focused on the verification of the
compliance with security policies. The model has been
developed in the SERENITY and MISTICO projects.
SERENITY is a research project founded by the
European Commission, in its Sixth Framework
Programme [1]. MISTICO is a project founded by the
Consejeria de Ciencia y Tecnologia (Government
Castilla-La Mancha).

2. Motivating Example — the scenario



Peter is a 76 years old widowed man. Peter has been
discharged from hospital after a cardiac arrest. Peter
feels quite good at the moment and he is not required
to spend his entire day at home, but of course his
health status needs to be monitored continuously 24
hours a day.

At this purpose Peter carries a monitoring device
that regularly measures his heart rate and some other
data such as his blood pressure, body temperature, etc.
All these devices are integrated to an e-health mobile
terminal that, besides all these things, reminds Peter to
take daily medicines and allows him to promptly
communicate medical data to his doctor. Peter also
carries a motion sensor providing an alert as soon as
Peter becomes passive for two minutes. In case of
emergency the personal health monitoring system and
the motion sensor send a confidential and authentic
alert, which is handled by the SERENITY framework
running at the emergency response centre.

We going to focus in a concrete use case in order to
complete this example. Peter enjoys an amazing day on
the seaside. He is walking when suddenly he feels
dizzy and shortly after loses consciousness. His
personal health monitoring system and his motion
sensor send a confidential and authentic alert, which is
handled by the SERENITY framework running at the
emergency response centre. Any attempt to reach Peter
on his mobile phone fails and therefore Peter's current
location is determined and an emergency response
team is activated and sent to Peter. On the way to reach
Peter, the medical team uses a PDA device that,
through the SERENITY framework, remotely
authenticates with Peter's e-health monitoring terminal
and gains access to the confidential information about
Peter's health status and his recent medications.

Due to the regulation matters, all the applications in
this scenario must comply with the Health Information
Protection Act (HIPA). This regulation is designed to
improve the privacy of people’s health information
while ensuring adequate sharing of information is
possible to provide health services.

The first challenge for the developer (especially if
he is not a security expert) is the integration of the
security in his application. The second is ensuring that
the application complies with the regulation.
SERENITY framework gives a security environment
to develop application and to check that an application
complies with a regulation as is explained in the
sections 4 and 5. After introduce the reader in the
SERENITY ambient, we complete this example in the
section 6 with a technical point of view of a specific
scene.

3. Background
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Companies have long sought to integrate existing
systems in order to implement information technology
(IT) support for business processes that cover all
present and prospective systems requirements needed
to run the business end-to-end. SOA (Service-Oriented
Architecture) offers one such prospective architecture.
It unifies business processes by structuring large
applications as an ad hoc collection of smaller modules
called "services". Different groups of people both
inside and outside an organization can use these
applications, and new applications built from a mix of
services from the global pool exhibit greater flexibility
and uniformity. Nevertheless, the lack of security is the
main impediment to the adoption of service-oriented
systems in open scenarios. Concretely, for Web
Service approach, existing security solutions but these
are still based on technology that has been used for
several years to secure e-commerce sites. In fact, until
recently, the most common approach was to use
elements like standard firewalls, Secure Sockets Layer
encryption, and ad-hoc gateways for authentication and
authorization. The WS-Security specification has
represented an  important advance in  the
standardization of mechanisms supporting security for
WSs. This initiative describes enhancements to the
Simple Object Access Protocol (SOAP) to provide
protection of messaging. WS-Security also provides a
general-purpose mechanism for associating security
tokens with messages and describes how to encode
binary security tokens such as X.509 -certificates.
Although WS-Security does not address security issues
such as authorization or access control, it represents a
useful initiative to support other security services.

Regarding Security and Dependability (S&D)
policies, much work has been done for specific
purposes, such as access control or security
configuration management. In general, a computer
security policy defines the security-related goals and
assets of an organization's information systems. Policy
definitions range from informal to highly formal. In the
latter case we can find many examples of formal
description of policies, especially related to
confidentiality and access control. Examples of these
are the Bell-La Padula model [2], which supports
multilevel confidentiality, the Chinese Wall [3], or
role-based access control (RBAC)[4]. Integrity is also
the focus of other policy models such as [5] among
others. Verifying informal policies such as regulations,
certifications criteria, etc. represent a bigger challenge
due to their broad scope and informal nature. It is
important to highlight that many of the best known
initiatives for enhancing the security of computer
systems have been based on informal specifications
(e.g. Common criteria, FIPS, Sarbanes-Oxley, etc).



Currently, there are some initiatives that are focused
on the verification of the compliance to a policy. This
is the case of the MASTER project, which by means of
observing the application of several security controls
tries to ensure that an application complies with a
given policy.

4. The SERENITY Model of Secure and
Dependable Systems

The SERENITY objective [6] is to provide a
framework for the automated treatment of S&D issues
in Ambient Intelligence (Aml) scenarios. To achieve
this goal, three key aspects have been identified:
Capturing the specific expertise of the security
engineers in order to make it available for automated
processing (S&D Artefacts), giving to the developer
tools to add to the application code calls to the
SERENITY framework to request the security
solutions (SERENITY-aware applications); and
providing means to perform run-time monitoring of the
functioning of the security and dependability
mechanisms (S&D mechanisms).

4.1. Artefacts for modelling S&D Solutions

One of main SERENITY results is the set of
modelling artefacts used in order to capture security
expertise; these are semantic descriptions at different
levels of abstraction. The main artefacts are:

- S&D Solutions is a general term that we use to refer
to well-defined mechanisms that provide one or more
S&D Properties.

- An S&D Property is an interpretation of a security
or dependability quality [7] such as confidentiality,
integrity, availability, etc. A reference to the S&D
Properties provided must be included in the
specification of each S&D Solution. This topic is
analyzed in the next section.

- Security policies are used to capture and enforce
enterprise-wide policies, and also security regulations.
These are detailed descriptions of the S&D Properties
that must compliance an application to fulfill a
regulation or policy. This artefact is the cornerstone of
the paper and this is detailed exposed in the section 6.

- S&D Patterns are detailed descriptions of abstract
but specific S&D Solutions. These descriptions contain
all the information necessary for the selection,
instantiation, adaptation, and dynamic application of
the security solution represented in the S&D Pattern.

- S&D Classes represent abstractions of a security
service that can be provided by different S&D
Solutions. All solutions belonging to an S&D Class are
characterized by providing the same S&D Properties
and complying with a common interface.
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- S&D Implementations represent the components
that realize the S&D Solutions and therefore contain
the specific features of that component (e.g. additional
restrictions). These components are made accessible to
applications  throughout the Serenity Runtime
Framework (SRF).

- Finally an ExecutableComponent (EC) is the actual
implementation of an S&D Pattern. ECs are
represented by S&D Implementations. These elements
are not used during the development phase. Instead,
they are the functional realization of S&D Solutions
that is used at run-time. An ExecutableComponent
works as a stand alone executable S&D Solution ready
to provide security and dependability services to
applications.

Due to the inherently unpredictable and dynamic
nature of AmlI environments SERENITY provides two
frameworks to support the security and dependability
of applications operating in Aml scenarios: (i) the
SERENITY Development Framework (SDF), which
includes tools for developing S&D Solutions and
supports the development of SERENITY aware
applications;  (ii) the SERENITY Run-Time
Framework (SRF) is responsible for dealing with S&D
Solutions referenced by the SERENITY-aware
applications at run-time (by means of what we call
S&D Requests). The SRF uses a set of mechanisms for
context evaluation. In this way, the SRF knows the
current and the past device context conditions. The
provision of security solutions by the SRF is explained
in more detail in [8].

The process for developing SERENITY-aware
applications deals with S&D issues from the very early
engineering phases. SERENITY-aware applications
contain calls to the SRF requesting it to provide
references to ECs. These calls are called S&D
Requests. Then, at runtime the SRF processes these
requests, selects the best available EC to fulfill the
request, activates it and returns a handler to the
application. From that moment on the application can
access the EC directly without the intermediation of
the SRF. ECs are deactivated when context changes
make them no longer suitable or by explicit request
from the application.

4.2. The SERENITY Semantic Approach for
S&D Properties

Our work in the definition of security policies and the
verification that applications comply with them is
based on the formal framework for the definition of
properties developed in SERENITY [9][10]. This
framework is based on the hypothesis that there will be
different interpretations of the S&D properties; which
in turn requires the ability to allow the definition of



different interpretations that express subtle differences
of security properties. There are many reasons
supporting this assumption; for instance, legislation,
cultural etc. Under this assumption, and in order to
guarantee the interoperability of systems based on
different interpretations of the properties and on
policies fulfilling those properties, we need to be able
to exploit the relations between those properties.

4.2.1. Goals and Architecture of S&D Properties
Language

Our goal for the property specification language
was to support (i) the definition of the semantics of
different S&D properties; (ii) the analysis of these
definitions in order to find relations between S&D
properties; and (iii) the use of the relations found in
order to flexibly select S&D Solutions suitable for
fulfilling the requirements of the system developers.
To achieve those goals we decided to split the
specification in two different layers, each one with its
own language.

On the one hand, in order to be able to create
formal and precise definitions for S&D properties, to
compare them and reason about them, S&D experts
need a language that has no room for ambiguity and
that is precise and flexible. For these reasons we have
defined the Formal S&D Properties Language (FPL).
This language is based on High Order Logic (HOL).

On the other hand, in order to select S&D solutions
to fulfill their requirements, system developers do not
need to know the formal definition of the properties.
Once having identified the required property all they
need to know are the relations between properties.
Relations found are then expressed in the Operational
S&D Properties Language. The OPL describes S&D
Properties using an XML specific format.

4.3. Security Policy description

One of the important advantages of the approach
presented in this paper is precisely that we can verify
that an application complies with a Security policy,
with the only requirement that it has been developed
following the SERENITY approach. This can be useful
even if it does not use SERENITY to provide runtime
support it only used to develop the application and
verify the policy compliances. As it is explained in
previous sections, two differentiated parts compose the
SERENITY  framework. The SDF (Serenity
Developed-Time Framework) and the SRF (Serenity
Run-Time Framework).

Applications developed following the SERENITY
approach are designed to make use of the security and
dependability mechanisms provided by SERENITY. In
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order to do that, the developer, includes references to
S&D solutions in the applications’ source code. As has
been introduced in previous sections, security solutions
are well-defined mechanisms that provide one or more
S&D Properties such as confidentiality, integrity,
availability, etc. Here, an important point is the
aforementioned semantically point of view of the S&D
properties, which allows several interpretation of the
same property to coexist and introduces the possibility
of relating the properties.

The S&D properties and the Security policies are
closely related because the latter are expressed in terms
of the former. That is, Security policies contain
information about the S&D Properties that must be
ensured for each type of information asset. These rules
are composed by one or several types of objects and
the S&D properties that must fulfil be applied to that
object.

Now, focusing on their syntax, Security policies are
digitally signed XML documents. At this level, an
Security Policy is composed by: (i) SandDPolicy: This
field includes the policy name, domain, version; (ii)
InformationalPart section contains the creator field, a
label with the main objective of the policy, and a field
describing rules. These rules relate properties to types
of computational assets; and (iii) The operationalPart
section is composed by two elements: a list of trust
mechanisms, and the artefact validity period of time.

5. Assurance and compliance of Service-
oriented systems to of Security policies

When we focus on Service-based Systems
assurance and compliance are not so popular terms. In
fact, assurance and certification of service-based
systems is a difficult task, especially in the future open
scenarios. Currently, S&D assurance is strictly
intertwined with development process. Assurance is
mainly carried out during analysis and coding phases,
putting heavy constraints on the needed design
documentation and models. In this way, assurance
results are only wvalid for the system and its
environment planned at design time, making this
approach unsuitable for systems that are meant to
continuously evolve (for instance Aml environments).

5.1. Ensuring compliance of service-oriented
systems with dynamic selection of services

S&D solutions are described by means of a set of
S&D Artefacts (S&D Classes, S&D Patterns and S&D
Implementations). In fact, the specific WSs themselves
are considered SERENITY’s ExecutableComponents
and are therefore described as S&D Implementations,



while the other artefacts provide support for
applications in order to use these components.

Figure 1 shows the SERENITY model of running
systems. In this model there is a security management
component aforementioned SERENITY Runtime
Framework (SRF). In our case, this component can be
realized by a component on the same security domain
as the application or even by a WS. In any case we
assume that the communications between the
application and the SRF are appropriately secured
using the mechanisms described in [11]. One
interesting aspect to highlight and one of the main
elements of SERENITY is the monitoring of the
operation of the system. In this way, SERENITY
follows the emerging trend towards supporting
transparency in distributed components, which is the
key to establish the necessary trust in these
components and in the systems that use them.

od SRF Architecture /.

g]
niteing G—SERENITY [
Runtime [~
| Framework | -

Figure 1. SERENITY Runtime Model

In the current situation, WS-based applications that
allow some degree of dynamic selection and
replacement of the WSs rely on a discovery or
directory service to locate the services they need (using
UDDI or some other mechanism). However, the
selection and access to the WS ignores security
aspects. In our architecture, the SRF provides a
security-aware selection of the services. Therefore,
instead of contacting the usual directory service,
applications request services to the SRF by means of
S&D Requests. These requests are extremely flexible
and allow developers to choose the degree of freedom
given to the SRF in the selection process. S&D
Requests can be as generic as requesting an S&D
service (such as a Access Control service), more
restricted by requesting any implementation of a
particular solution (e.g. RBAC), or very specific by
requesting a specific implementation (e.g. Oracle
RBAC). Please note that, although in the latter case
there is no dynamic selection or replaceability, the
model still provides advantages since on the one hand
provides means for monitoring the operation of the WS
and on the other hand the use of S&D Requests
constitutes the basis for the verification of compliance
of applications with Security policies.

Consequently, in the application code, calls to the
discovery service are replaced by calls to the SRF,
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while direct calls to the WSs are replaced by calls to
WS implemented in the form of SERENITY
ExecutableComponents.

In order to verify that an application complies with
a Security Policy we must consider that Security
policies are described on the basis of S&D Properties.
Then, S&D Requests contain references to S&D
Artefacts, which in turn refer to the S&D Properties
they provide. Therefore, in order verify that an
application complies with a Security Policy we must
verify that all S&D Artefacts used by the application
(which can be discovered by inspecting the S&D
Requests contained in the application code) refer to the
properties defined in the Security Policy.

The proposed model has two important advantages:
(i) it supports the dynamic replaceability of the S&D
solutions needed by the application, and the monitoring
of the correct execution of these solutions; (ii) it allows
us to verify the compliance of the application to a
policy even if we do not know a priori which WSs are
going to be available and selected at runtime.

6. Motivating example — technical view of a
specific scene

In order to illustrate the proposed model and the
relation of the different components of the system, we
take up again the motivating example shown in section
2. As is aforementioned in the scenario description, in
the application at several times are requests security
properties as confidentiality or authenticity. In this
case, as the application is a Serenity-aware application
(develop in SERENITY framework) and containing an
S&D Request when is required a S&D property. Figure
2 shows an extract of a very simple Serenity-aware
application, which required tree S&D properties (no
repudiation on received message, on fulfillment of a
goal and availability of least a principal) represented
by the MedicalAssitance DoctorSearching.Serenity.org
S&D Pattern. There are two points to highlight:

- The S&D Request (call to the SRF) to request the
selection of an ExecutableComponent implementing
the  MedicalAssitance DoctorSearching.Serenity.org
S&D Pattern. The S&D Artefact (in this case S&D
Pattern) requested is included as a parameter of this

S&D Request.

- The calls to the operations of the
ExecutableComponent. In this specific application
these calls get a medical center key

(getMedicalCenterBLOBKey).

In order to verify the Security policy compliance by
the application this two points are checked and
compared with the information provided by the
Security policy.



public SerenitySimpleApplication() {
SRF_AP_AccessPoint mySRF = new SRF_AP_AccessPoint(this);

try {
myEC = new SerenityExecutableComponent_AP(mySRF, "P:
MedicalAssitance_DoctorSearching.Serenity.org ",null,null);
argsListE = new TreeMap<String, Serializable>();
argsListE.put("Text", "This is a string test");
Thread.sleep(5000);
eb = myEC.callOperation("getMedicalCenterBLOBKey", argsListE)

Figure 2. Extract of Serenity-Aware application

The Security policy is expressed on the basis of the
S&D Request, which contains an S&D Artefact, which
in turn refers to an S&D Property. In order to verify
that the application complies with the policy, we need
to check the information of the S&D pattern to verify
that the S&D property provided is the same as the
S&D property mandated by the Security policy. Figure
3 shows the MedicalAssitance DoctorSearching.
Serenity.org s pattern specification, in which we can
see that the properties provided are: Non repudiation
On Receiving Message, Non repudiation On
Fulfillment Of A Goal and Availability Of At Least
One Principal.

<informationalPart>
<creator>
<nanm i i _Doctor
</name>
<date>12-12-2008</date>
</creator>
<label>provides a security solution that complies with the Medical
Assistance.Serenity.org </label>
<providedProperties>
<property>
<name:

ity.org

/name>

......
<domain> Serenity.org </domain>
<version>1.0</version>
<timestamp>-7875</timestamp>

</property>

<property>

<name>NonrepudiationOnFulfilementOfAGoal</name>
<domain> Serenity.org </domain>
<version>1.0</version>
<timestamp>-78756</timestamp>

</property>

<property>

<name>AvailabilityOfAtLeastOnePrincipal </name>
<domain> Serenity.org </domain>
<version>1.0</version>
<timestamp>-787665</timestamp>

</property>

</providedProperties>

Figure 3. Extract of S&D Pattern

Finally, the figure 4 shows the Security policy
document, including the information of the rules that
the application will have to comply with.

<Rules>
<Rule>
<I- >
<Property>

ity.org
</Property>
<Object>
bytel]
</Object>
</Rule>
</Rules>

Figure 4. Extract of Security Policy

7. Discussion and conclusion

125

Recent conclusions of ESFORS group of experts
declare, in order to achieve appropriate guarantees for
the security of complex systems in open
communication environments, the state of the art of
development processes for secure systems has to be
considerably improved. Such improvements should
include methods for precise specification of security
policies. In accordance with these recommendations, in
this paper we have presented a framework for the
verification of the compliance with security policies,
based on the SERENITY model of secure and
dependable systems and its application to the Service-
Oriented Computing. We have exposed a practical
scenario of serenity-aware application in which we
have shown the technical aspect of this and we can
highlight several improved over the traditional
methods.
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Abstract—Distributed multimedia applications, especially videos
over Internet Protocol (IP) are gaining popularity due to their
ability to convey more information than text and images. Video
on Demand, Video Conferencing, and surveillance through videos
are some of the popular examples. Satisfactory Quality of Service
(QoS) of such videos is of paramount importance, and software-
only M-JPEG is critical for achieving good QoS. Via the analysis
on emerging multimedia-based applications, this paper performs
an experimental study to ensure that Motion JPEG (M-JPEG)
and Motion JPEG 2000 are reliable choices to ensure quality of
service with the scenarios of multiple encoders and decoders.
The QoS assurance of M-JPEG is studied with respect to
Archiving abilities, IP Network adaptability and Video
Processing efficiency. Based on experimental analysis, we further
propose a way of improving QoS by reduction in startup delay
for play back videos in distributed environment. Further, we also
propose feasibility for pure software solution for IP based
surveillance cameras.

Keywords - Motion JPEG, QoS Assurance, Performance Study,
Video Surveillance.

. INTRODUCTION

JPEG is an image compression standard created by the
standard committee called Joint Photographic Experts Group
in early 1990s. The standard provides lossy and lossless modes
for compression. The lossy mode follows a Discrete Cosine
Transform (DCT) - based encoding approach, while the
lossless mode makes use of predictor to provide better quality
than lossy mode. JPEG 2000 is extension to the JPEG standard
with some of the vital features like low-bit rate compression
performance, spatial access to the bit stream, Pan and Zoom
with optimal decompression techniques, Region of Interest
encoding. However, since JPEG 2000 follows a complex
encoding strategy as compared to JPEG; JPEG has dominance
in low complexity applications at suitable bit-rates [4].

It is the human nature to extend the JPEG standard to
support video streaming. The idea is to apply JPEG
continuously on the consecutive images quickly enough such
that motion of video can be observed. Motion JPEG (M -
JPEG) is thus proposed as another standard that makes use of
JPEG (usually lossy) compression intra-frame encoding. Since
the M — JPEG compresses every frame of the video
individually and stores them collectively, which means that
decoding can be applied to each frame independently of other
frames, unlike MPEG, which follows an inter-frame encoding
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approach. Due to this approach by Motion JPEG, the quality
of the image is directly and statically dependent on the nature
of complexity of the frames data. This suggests the frames
with monotone patterns, indicating smooth-transitions over set
of frames, achieves more compression than the frames with
complex patterns.

With the rapid improvement of CPU speed in last two
decades, M-JPEG implementation has gradually shifted from
hardware-only solutions (e.g., Parallax M-JPEG video cards)
to software-only solutions. The trend is supported by many
fronts of industrial evolutions: (1) computers have moved into
multi-core CPUs design; (2) the communication bandwidth
available to users have reached tens of Mbps; and (3) M-JPEG
indeed delivers higher quality compared to MPEG series of
standards. We believe the trend will continue, and more
applications will be built on software-only M-JPEG solutions.

We particularly focus on the need of high-quality
video communication. For instance, it has been reported that,
due to the low quality, the suspect’s face on decompressed
images of surveillance video cannot be recognized. We then
search for the generic models of interaction for the emerging
application scenarios. For instances, young generations now
go beyond one-to-one video conferencing and experiment the
one-to-few video conferencing. It means the computer needs
to do encode-one and decode-few on concurrent M-JPEG
streams.  Similarly, video surveillance applications will
require the support of decode-many M-JPEG streams at the
same time. On the contrary, the trans-coding servers providing
different stream formats need the support of encode-many M-
JPEG streams simultaneously.

To support this kind of concurrency on the same
computer, there is no doubt that the quality of service of the
M-JPEG streams will be affected. In this paper, we start
addressing the investigation on two main QOS factors: start-up
delay and achieved display frame rates. After studying the
characteristics of JPEG and M-JPEG standards and
performing enough experiments, we think that (software-only)
M-JPEG and Motion JPEG 2000 are fairly good choices for
our research investigation.

We thus performed various experiments to ensure the
characteristics of JPEG 2000 and Motion JPEG for these two
QoS factors. The experiments are conducted based on the open
source codec made available at open-jpeg community [7]. Rest
of the required experimental setup was made by coding test
beds in GNU C language. The servers and client hosts, used to



simulate the distributed environment in the experiments are
Ubuntu Linux version 9.10 machines with kernel 2.6.
Experiments have revealed facts supporting Motion JPEG as a
fair option to be considered for multimedia videos over IP
networks.

We found that Motion-JPEG 2000 indeed
outperforms MPEG standards for e.g. in complexity of
processing and reduction in startup delays for play back
videos. It is true that MPEG does require less network
bandwidth to transmit the data as compared to M-JPEG.
However, M-JPEG is proved to achieve the much lower group
delay and get rid of high buffering requirements for groups of
frames to operate on. The performance of M-JPEG codec in
terms of compression ratios was appreciable. Compression
ratios up to 45:1 were observed with tolerable loss of video
quality. Although the encoding performance is restricted to
approximately 19.1 frames per second (fps), higher
compression ratio facilitates enhanced decoding performance
up to 55.70 frames per second (fps). The decoder performance
in IP based networked environment was notable as it
performed with an average of 20.12 frames per second (fps).

The rest of the paper is arranged as follows: Section 2
makes the analysis of QoS guarantees from emerging
applications in Archiving, Network adaptability and Video
processing efficiency of Motion JPEG aspects. Section 3
proposes a new approach towards reducing the startup delay
for play back videos using Motion JPEG. Section 4 provides
the performance results for pure software-based solutions for
different interaction models. The paper concludes by
providing an opinion regarding Motion JPEG as a fair option
for videos and possible further research in this area.

II.  ANALYSIS OF QUALITY OF SERVICE ASSURANCE BY

MoTION JPEG

This section makes detailed analysis of M-JPEG’s ability to
provide QoS guarantees from three different aspects namely
archival capability, adaptability towards IP networks and video
processing. The analysis shows that M-JPEG display good
characteristics for all the three aspects.

A. Quality of Service — Archiving

As we know the original data are too large to be stored, the
compression algorithm, along with the reduction in original
data should also specify the archival characteristics. The
compression ratios obtained by M-JPEG encoding are good
enough. M-JPEG facilitates efficient archival of lossless
compression which cannot be achieved by the MPEG
compression strategies. Long term preservation of the video
data is also the topic of concern which demands a generic
format for storage of video. As far as lossless archival is
concerned Motion JPEG remains a strong choice among
existing compression techniques. JPEG 2000 family of
standards also provides efficient ways for storing metadata,
which makes the archival supportive for efficient data
processing [6].

The open-JPEG codec allows specifying the rate parameter
which helps in setting the desired compression ratio. However,
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more the compression ratio more is the loss of information and
hence lossy compression is observed. Some of the compression
ratios achieved on a single machine are tabulated as the
following TABLE 1. It is clear that a machine perhaps need to
run several M-JPEG encoding processes in order to handle the
archiving applications.

TABLE L ACHIEVABLE COMPRESSION RATIOS WITH M-JPEG CODEC
Origig al Size -YUV Size after Encoding - Compression Ratio
ata (MB) MJ2 data (MB)

23.48 2.30 10:1

27.89 1.39 20:1

30.412 1.21 25:1

38.015 1.72 22:1

47.14 2.61 18:1

51.02 3.18 16:1

55.68 2.65 21:1

B. Quality of Service - Network Adaptibility

Most of the prevailing applications today make use of
TCP/IP networks for transferring multimedia data. Multimedia
applications as we know are sensitive towards transmission
errors, since a transmission error requires the sender to resend
the required data. This causes jitters and long delays in the play
back at the receiving side affecting the QoS adversely. The
situation can be worse when the video frames are encoded
using inter-frame encoding approach, because the dependent
frames are required to be retransmitted by the sender. M-JPEG
video data being intra-frame encoded is fairly resilient towards
transmission errors. The MPEG data suffers greatly as
compared to the M-JPEG in presence of transmission errors.
Since M-JPEG supports software based processing solutions,
an application level rate adaptive transmission [3] technique
can help adapt to the dynamics of the IP networks to provide
better quality of service with respect to high quality image
transmission. Such a strategy enhances the M-JPEG
performance not only over TCP but also over UDP.

Further M-JPEG does not impose strict requirements on the
bandwidth with which the video data should be transmitted for
good QoS. The flexibility provided by M-JPEG with respect to
the frame size, the quality of compression and the frame rate
parameter makes M-JPEG adaptable to given network
configurations to meet a better quality of service. As M-JPEG
follows simple approach towards coding, it supports audio
synchronization with use of time stamps over the congested
TCP/IP network networks. M-JPEG remains a good choice for
better QoS as compared to UDP networks. In M-JPEG, optimal
time required for the coding process also ensures better timing
guarantees for quasi real time networked applications [1].



M-JPEG can also perform well for the wireless
environments. A JPEG 2000 Wireless System Architecture for
WLAN has been proposed as JPWL encoding and decoding
standard. Special data protection schemes proposed in the
standard can help improve the performance of single frame and
multi frame applications. A detailed study of the M-JPEG
stream over various versions of TCP would be the next step in
evaluating the performance of M-JPEG from QoS perspective
[1]. We performed experiments with open-JPEG codec over
wireless networked environment on the university campus with
IEEE 802.11a and 802.11g network topology. The
experimental methodology focused on single server - single
client architecture. The server machine, upon client request
encoded data completely (YUV to MJ2 encoding) and sent the
encoded frames over wireless network to client host. The client
machine then decodes (MJ2 to YUV decoding) the received
data, frame by frame. Client and the server machine were
Linux machines with Ubuntu 9.10 distribution and kernel 2.6.
Encoding and decoding were the major processes running on
these machines. The average frame size is 152.31 KB. Decoder
performance was measured in terms of frames decoded per
second (fps). Appreciable encoding and decoding performance
is observed as shown in Table II.

TABLE I ACHIEVABLE M-JPEG CODEC PERFROMANCE IN WIRELESS

considerable advantage over other encoding standards. Motion
JPEG 2000 is based on the concept of Discrete Wavelet
Transform. A pure software based implementation of Wavelet
based video codec has been made feasible and shown that
Motion JPEG 2000 gives better video processing performance
as compared to Motion JPEG standard. Motion JPEG 2000 out
performs Motion JPEG (M-JPEG) and MPEG2 standard.
Better compression ratios are also obtained as compared to
Motion JPEG.

Using the open-JPEG codec we experimented with the
maximum achievable decoding performance on a single host
with lossy encoding. The loss of quality was tolerable and we
found that decoder can perform well with performance figures
in Table III. The host in the experiment was Linux machine
with Ubuntu 9.10 distribution and kernel 2.6. Encoding and
decoding were the major processes running on these machines.
The performance was measured in terms of number of decoded
frames per second (fps). Encoding comprised of conversion of
YUV data frames to compressed MJ2 data frames. The
decoding comprised of conversion of MJ2 to YUV data frames.
Note that, while conventional video conferencing only requires
one-encoder-with one-decoder interaction, the performance
results indicate that multiple-decoder scenarios can be feasible.

NETWORK ENVIRONMENT TABLEIIl.  ACHIEVABLE M-JPEG VIDEO PROCESSING PERFROMANCE IN
SINGLE HOST ENVIRONMENT
Serve - Encoding (YUV - MJ2) | Client - Decoding (MJ2 - YUV) Compression Ratio Encoding Decoding
Performance (fps) Performance (fps) in single host Performance performance
environment (frames per second) (frames per
seconds)
18.4 18.6
1:50 19.25 55.7
18.7 184 1:40 18.9 52.1
18.5 18.5 1:45 19.13 49.21
18.9 19.2 1:30 19.11 48.78
192 184 1:35 18.8 47.38
1:20 19.02 45.12
19.1 18.7
1:10 19.21 35.43
C. Quality of Service — Video Processing Efficiency 1:05 18.8 26.13
Coding the video data efficiently so that it can be further 1:03 19.13 19.12
processed efficiently at real time rates is also a good indication
of providing QoS. M-JPEG display these characteristics in the III. REDUCTION IN START-UP DELAYS

encoding and decoding processes. It achieves good coding
performance while keeping the encoding and decoding process
simpler. Pure software based solutions are feasible to speed up
the coding/decoding process [2]. Efficient hardware and
software based feasible algorithms have been proposed and
implemented in order to make M-JPEG processing faster [2].
JPEG 2000 has a considerable improvement over JPEG as far
as the processing performance is concerned. JPEG 2000
supports various types of images such as bi-level, gray-level,
multi-component etc. It suits really very well for Distributed
Multimedia Applications.

Motion JPEG 2000 which is an extension to the JPEG2000
standard inherently show appreciable performance for video
data processing. At also performs well at lower values of the bit
rates. Further, it is also immune to the bit-errors that might
occur due to lossy network channel and thus is provides
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Conventionally, a host requests for multimedia data to other
host in a networked environment. The provider/sever encodes
the video data on demand dynamically or sends statically
encoded data over the network, upon request from the client. In
case of inter-frame compression schemes the pattern and
sequence of frames are important from the decoder’s
perspective and should be sent in corresponding order to help
decoder improve performance and deliver required QoS.
However, the decoder cannot initiate the decoding process,
unless it receives the required set of frames in the order for
processing. This introduces a startup delay in the playback
application at the client side with standards following inter-
frame encoding. Startup delay is measured as time between the
client sending request to the server and the actual video play
back initiation at the client. This further raises a concern of
minimum buffer size at the client side. Usually this buffer size



is large for videos compressed using inter-frame encoding
strategies. Motion JPEG encoder performs encoding of picture
frames independently. This implies that the decoder can decode
each frame independently. Using this property the decoder can
begin decoding process as soon as the minimum set of encoded
frames is available in the decoder’s buffer. Unlike MPEG, the
decoder does not have to wait for group of frames with a
particular sequence to be present in the buffer. This helps in
reducing the startup delay for the video at the client end.

A. Experimental Design and Methodology

The server and client hosts were Linux machines with Intel
dual cores (CPUs), Ubuntu 9.10 distribution with kernel 2.6.32.
All the machines involved in the experiments support
Symmetric Multiprocessing (SMP). The client host requests the
server host for the video data. Upon receiving the request from
the client over the network, the server initiates the M-JPEG
encoding process. The type of network used in the experiments
was IP based university network. During the encoding, YUV
data stream is converted to MJ2 compressed data frames. Once
an encoded frame is available in the server buffer, the server
spawns a separate thread of execution for sending the data
frame to client over the network. Thus the encoding
performance of server is not halted due to the transmission
event. There is one buffer per remote client at server side. The
average buffer size at the decoder was 230 KB. On, receiving
the first data frame client initiates the decoding process and can
proceed for the further play back. Gradually 10 remote clients
demand encoded data from a single server and the server
performs concurrently to satisfy the client requests. The
average frame was 156 KB in size and average processing time
per frame was 53.33 milli-seconds at the server. The network
delays measured at client side were negligible since the
experiments were conducted during low network load. With
ideal QoS in terms of Network delays, we measured the startup
times at the client side. The observations of the above
experiment are shown below:

TABLE IV. START-UP DELAYS MEASURED AT CLIENT SIDE
Number of Encoding requests at| Startup Delay (seconds) measured
Server at Client
1 1.89
2 2.52
3 3.11
4 3.58
5 5.66
6 6.78
7 8.21
8 9.67
9 10.79
10 11.88
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B. Analysis of Start-up Delays and System Performance

In this section we analyze the relationship of the start-up
delay with the number of remote clients associated with single
server. We further analyze the relationship of the resource
utilization with the number of remote clients and hence with
the start-up delay. Figurel shows the trend with startup delay
with increasing number of remote clients connected over
TCP/IP networks.

14
12
Startup /
delay 10
(seconds) . /
measured /
at client ¢ /
4 /
2 -
1 2 3 4 5 B 7 8 9 10
Number of encoding requests at server
Figure 1. Trend in startup delays with increasing number of clients

Least Start-up delay was recorded with single client.
However, the delay increases with increasing number of client
requests. Clearly, Single server becomes the bottleneck for
increasing client requests for encoding YUV data. If load
balanced, as it is mostly done these days with server farms, the
startup delay values for multiple clients can be reduced further
to deliver performance as that of single client and single server.
Although, startup delay increases with increase in number of
remote clients, the range of delay values is considerable for
providing the QoS assurance over TCP/IP networks. An
overall reduction in the startup delay is observed at the client
side. Further, the experimental results showed that minimum
size of buffer the client required for real time decoding was 230
KB. We further observed the approximate combined system
performance of two cores using ‘mpstat’ - Linux utility while
the server machine was busy serving dynamically increasing
clients. The %CPU utilization in user mode, system mode, the
%l0O wait, %interrupts handled increases to high values
respectively. Figure 2 shows the %CPU utilization in user
mode for two available cores.

The analysis of system performance study revealed that the
single machine with 2 cores (CPUs) become processing
bottleneck for a single server serving multiple networked
connected remote clients. The system memory does not pose a
severe bottleneck during the encoding/decoding processes.
Load balancing with multiple synchronized servers can help
improve the performance.
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Figure 2. %CPU utilization in user mode when remote clients are served by

single server.

IV. PURE SOFTWARE BASED M-JPEG PERFORMANCE

Internet Protocol (IP) based surveillance cameras heavily
use the encoding and decoding of video streams. Specialized
hardware is necessary to ensure quality of service. Although
M-JPEG standard requires higher bandwidth, it facilitates
execution and processing with inexpensive hardware
equipment, due to its simplicity in the nature of processing. We
have performed experiments to confirm whether, pure software
based solutions that can execute on inexpensive hardware can
be used to provide quality of service with M-JPEG. The
experimental methodology focused on two architectures
namely clustered clients and clustered servers. Both of these
architectures were used with the following methodology - The
server sends out the encoded frame to the corresponding client
as soon as it is ready in the server buffer and the client initiates
a frame decoding as soon it is available in the client buffer. The
data from server to client and vice versa was transferred over
TCP/IP networks. POSIX compliant multithreading is followed
while constructing the test beds.

A. Clustered Clients Architecture

In case of clustered clients, a single host (machine) acts as a
client responsible for decoding MJ2 video data streams
received from remote servers. Based on the methodology
mentioned above, the resources of a single machine were
utilized in common by multiple decoding processes. The
experiment begins with single remote server sending encoded
data as per the methodology, to the client over IP network.
Number of servers increase over time. Every remote server
makes the client to spawn a separate thread of execution for
decoding the data stream. The performance of the client in
terms of decoding rate (frames decoded per second - fps) is
measured.

The approximate Load averages on the client machine were
0.11, 0.06 and 0.01, which means that the machine had lower
loads of allied processes. Every decoding client thread reports
its performance with number of frames decoded per second.
The average of the performance of currently active clients is
measured as average decoding performance. Starting from
single remote server we extended the experiment to measure

the performance for 16 remote servers and the average
decoding performance rate dropped from 19.1 fps for one
remote server to 2.5 fps for 16 remote shown in Figure 3.
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Figure 3. Decoder performance with clustered clients architecture.

From experimental results in Figure 3 it is evident that
with increasing number of remote servers, the available
processors become a bottleneck for decoder performance at
client side. The experiments further revealed that CPU
utilizations in terms of number of active processes and the
percent of the I/O utilization within the system increased with
increase in number of remote servers.

B. Clustered Servers Architecture

In case of clustered servers, the encoding is done on a
single machine acting as a server. Here, the experiment begins
with a remote client requesting for the encoded data to the
server. Server host uses dynamic encoding approach, where the
encoding is done on demand upon request from each client.
Server randomly chooses a variable sized YUV data on each
request. Each request from remote client makes the server to
spawn a process for encoding the available YUV data; Server
sends out the encoded frame as soon as it is ready in the server
buffer. A separate thread for sending the frame to the
requesting client is spawned so that the encoding performance
remains unhindered. The client machine waits till it receives
encoded data from the server. Once the encoded frame is
received by the client over IP network, the client begins
decoding the received frame as per the mentioned
methodology. The decoder performance is then measured as in
the previous architecture i.e. number of frames decoded by the
client per second. The average decoding performance is the
average of the decoding performance reported by each
decoding client thread.

During the experiment the client and server machines
selected had minimum allied processing lo